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Abstract

The study provides a comparative analysis of two articles that have been translated using
machine translation (Google Translate), a human translation of the same article by two
bilingual translators, and the adjusted translation of the machine translation by the two
translators. The objective of this study is to expedite the progression of artificial translation and
enhance its capabilities to streamline the translation of professional writings and the algorithms
involved in this process, regarding word count, lexical items, and syntactic sentence
reconstruction. The study employs a quantitative analysis of word count, syntactic change
structures, and lexical item alteration to demonstrate the difference between the two
translations. The findings reveal despite the advancements in machine translation, particularly
after the incorporation of the benefits of artificial intelligence (Al) into translation algorithms,
the personal translation still possesses its aesthetic aspects, which account for the context and
eliminate any ambiguity that may exist in the text. The study may interest translators who
further propose to conduct comparative study of the human and machine translation systems
and especially to those who plan to adopt of hybrid approach to translation.

Keywords: human translation, machine translation, lexis, source text. syntax, target text

http://ijele.macrothink.org 141



Macrothink | | |
A = ™ International Journal of English Language Education
Institute ISSN 2325-0887
2025, Vol. 13, No. 2

1. Introduction

Artificial intelligence has revolutionized the way in which the perspectives of the world are
viewed. However, a great number of translators are utilizing artificial intelligence translation
machines programs. This matter leads to inappropriate translated texts without realizing the
cultural and social dimensions of the text. Advancements in machine translation technology
have led to generalized and oversimplified comparisons with human performance. So, it is
essential to identify the actual differences between the two modes of translation accurately. The
use of computers to mutually transform two languages is generally referred to as machine
translation (MT) (Baker, 2007). In the wake of neural machine translation systems (NMT),
widespread research activity has begun to identify similarities and differences between
machine and human translation (HT). Two major approaches emerged in regard to the
comparative analysis of the two translation systems. Some scholars (L aubli et al., 2018; Popel
et al., 2020) appraise a holistic perception of quality, while other researchers (e.g.
Vanmassenhove et al., 2019) target more specific features such as the ranges of lexical choices
and text cohesion in their attempt to ascertain the qualitative differences between machine and
human translations.

With regards to formal characteristics of translation, HT often demonstrates exceptional
proficiency in preserving the formal tone and style of the source text (ST). Human translators
possess the ability to adjust to various registers and styles, therefore guaranteeing that the
translation produced is suitable for the given context. On the other side, MT frequently has
difficulties in preserving a formal tone, particularly in intricate texts. Although significant
progress has been achieved, MT may sometimes be too literal or overlook subtleties. On the
syntactic characteristics level, HT possesses superior ability in managing intricate syntactic
structures, therefore guaranteeing the grammatical accuracy and natural-sounding nature of the
translated text. However, MT may have difficulties with syntax, particularly in languages
characterized by adaptable word ordering or intricate grammatical rules. Sentence construction
errors are more prevalent. On the linguistic characteristics level, human translation
has exceptional proficiency in selecting appropriate vocabulary and expressions, taking into
account the surrounding circumstances, implications, and cultural subtleties. In addition, they
show enhanced proficiency in handling colloquial idioms and slang. MT, however, often
has difficulties in selecting appropriate vocabulary, particularly when dealing with idiomatic
phrases and terms that have several interpreted meanings. Nevertheless, their fast improvement
is facilitated by the progress made in artificial intelligence (AI) and machine learning.

2. Literature Review

Translation helps people from diverse linguistic and cultural backgrounds to engage in
meaningful and effective communication. In the wake of innovations in MT through Al, global
communication among people having different language backgrounds has eased. MT has also
appeared as a very strong competitor for the HT which used to be the only way of deciphering
a ST. Despite being fast and efficient, MT produced target texts (TT) have been frequently
questioned for issues in regard to syntactic accuracy, lexical appropriateness, semantic depth,
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coherence, and pragmatics. The present study aims to compare MT with HT dilating upon
formal, syntactic, lexical features that determine the quality of translation. The study is
expected to unfold some viable insights on the effect of technological advancements on the
process and quality of translation.

The foremost point of departure between MT and HT is the variation in syntax and grammatical
accuracy. HTs are coupled with an intuitive awareness of cultural sensitivities and contextual
features, and thereby imbibe syntactic features more robustly than MT (House, 2015). Human
translators can adequately reformulate a variety of sentence construction not only to maintain
grammatical accuracy but also to ensure text cohesion and coherence. Conversely, as observed
by Kohen (2020), rule-based and statistical frameworks of translation find it challenging to
handle morphological ordering, subject-verb agreement and formulaic expressions such as the
idioms, phrasal verbs, and proverbs. Owing to advances in NMT that uses deep learning
algorithms, syntactic quality of MT has remarkably refined, but still there are issues with
complex syntactic structures (Bahdanau et al., 2014).

The quality of translation is also determined by the extent to which the TT maintains
semanticity of the ST. Venuti (2018) considers HT semantically more aligned with the ST
because the translators understand the contextual nuances inside out and can employ a range
of lexical variety to produce translation that is compatible with the pragmatics and other
discourse features of the target language. Their handling of the formulaic language, word
connotations, and polysemy, for instance, in producing translation equivalents in the ST is far
more refined than one finds in translation done through machine. According to Papineni et al.
(2002), this happens because of the reliance on pattern recognition and probabilistic
frameworks in attempt for lexical choices by MT. This distorts the understanding of the
polysemous words, thereby creating faulty equivalents. Although recent advancements have
ensured that NMT achieves semantic finesse through contextual embeddings, producing
comprehensibility for words with different meanings is still needed (Vaswani et al., 2017).

Another essential descriptor of authentic translation is the extent to which the translator or the
translation device showcase pragmatic competence and a cognizance of the cultural
sensibilities that formulate both the ST and the TT. Baker (2011) opines that human translators
possess the knack to incorporate pragmatics variables such as pun, humour, politeness
expressions, and idiomatic language more competently than the MT versions. This view was
also earlier echoed by Pym (2010) who found MT tools lacking in exploiting cultural
sensibilities and contextual parameters to provide for the pragmatic equivalence. Although
substantial leaps have been made in the output of MT, especially after the induction of Al tools,
MT devises still struggle to effectively handle matters relating to formality, variations in
sociolects and vernaculars, and appellatives (Doherty, 2016).

The quality of translation is also determined by fluency and readability. Following Munday
(2016). HT generally maintains the natural flow of reading by retaining the stylistic features
and rhetorical functions, and the TT reads as the natural equivalent of the ST. Typically, such
translations effectively use the text forming sources, for instance, the conjunctive and the
referential cohesion devices not only to make the text readable but also to create texture that is
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the primary feature of any piece of discourse. On the other hand, MT received, especially from
the older versions were more or less literal in content devoid of real fluency. Presently, as
observed by Luong et al. (2015), NMT have displayed the capacity to generate higher levels of
text coherence and text cohesion with the result that their translations appear more natural.
Regardless of the Al potential and advancements, Toral and Way (2018) still find MT facing
challenges to produce naturally sounding phrases, lexical variety, and consistency, especially
while translating gendered language.

One major leap in the domain of NMT is its ability to create systems which effectively
synchronize contextual associations between the lexical items. Contrary to the rule-based and
statistical frameworks which processed individual words for producing translation equivalents,
NMT has the potential to use even the complex structures (Sutskever et al., 2014). This
comprehensibility has facilitated the MT to substantially enhance natural readability and
contextual knowledge (Johnson et al., 2017). Despite these developments, NMT faces
problems while translating low frequency words, languages with limited linguistic data, and
subject specific vocabulary (Koehn & Knowles, 2017).

In view of the weaknesses inherent in the MT systems, post-editing is being considered an
alternative to increase the quality of translation. Following, O’Brien (2012), MT generated
texts can be operated upon by the human translators for any amendments in regard to levels of
formality, syntactic accuracy, lexical appropriateness so that the TT may appear natural and
readable. Blending Al produced translations with human interventions have started to gain
acceptance in workplace contexts, thereby promoting the availability of translation facility that
can be fluent, contextually comprehensible, and linguistically accurate (Carl et al., 2011; Toral
& Way, 2018).

In translation research, naturally occurring lexical collocations or chunks have been extensively
researched, especially in regard to their frequent incidence and occurrence in specific
combinations (Bestgen, 2021). Baldwin and Kim (2010) consider these lexical constellations
statistically significant representative samples of the language as they are analyzed in a more
statistically robust method compared with individual occurrences of the lexical items in the
same sequence. Researchers implement CollGram method to investigate the presence of these
formulaic lexical associations. This method applies mutual information (MI) and t-score to find
out the rankings as are unfolded by frequencies in the target corpus (Bernardini, 2017); Bestgen
and Granger, 2014; Durrant and Schmitt, 2009).

Reliant on MI and t-score indices, the CollGram algorithm quantitatively measures the extent
to which the words in a bigram are associated with each other. Incidence and frequency of the
word associations are the predominantly focused indicators which are mutually collaborative
in both MI and t-score analysis. However, both these indices have distinct preference for the
frequency type. While MI reveals more inclination towards lower frequency such as the “self-
fulfilling prophesies” or thinly distributed word combinations, t-score seems to have preference
for higher frequency collocation, for instance, “such as” or “greater than”. Research has
established that both advanced and intermediate level non-native speakers (NNS) in relation to
the native speakers (NS) display minimal use of the word combinations with high MI scores,
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and relatively high frequency use of the collocations with high t-scores (Bestgen & Granger,
2014; Durrant & Schimtt, 2009). The outcomes are compatible with the usage-based theories
of language learning, and entail that both the frequency and the collocational patterns in the
target language have statistically significant impact on the acquisition of formulaic expressions
(Durrant & Schimtt, 2009). More interestingly, these incongruities were also visible between
the ST and the TT. One viable reason for the disparity could be because of the translators’
inclination towards the desired standardization (Bestgen & Granger, 2019, Bestgen, 2018).

Following the proclaimed effect of the use of frequency on neural frameworks (Koehn &
Knowles, 2017, Li et.al., 2020), the present study proposes to validate the hypothesis that
identical effects may be observed while analyzing HTs and NMTs. More specifically, it has
been hypothesized that NMTs might reveal an underuse of the MI frequency score and an
overuse of the t-score frequency score. As an instance, the researcher refers to Bestgen (2018),
whose study conducted an extensive analysis of two automated processes that partly use this
framework. The results of his analysis unfolded that the t-score index using NMT produced
densely occurring collocational sequences which were formed of high frequency lexical items
such as "you know," "out of," “more than” etc. In contrast, he found quite sparsely occurring
collocational strings generated by highly low frequency lexical items when MI index was
applied. Formulaic expressions such as self-fulfilling prophesy, sparsely populated, or sunnier
climes are a few instances of the findings.

These outcomes can be corroborated with those studies which have shown comparable
diversification while foreign language acquisition is in process (Bestgen and Granger, 2014 ;
Durrant and Schmitt, 2009). The findings of these studies entail that these variations need to
be appreciated on the framework of usage-based theories of language learning. These theories
postulate that the incidence and frequency of language features in the input can have
statistically significant effect on the use of formulaic expressions (Durrant and Schmitt, 2009).
Following Koehn and Knowles (2017) and Li et al. (2020), varieties in translation can be
explained in the same way as the impact of brain models on the frequency of use.

There may be another perspective about these approaches, however. Bestgen (2021) samples
were all published newspaper articles of high standards in French which were later translated
into English for one of its international editions. However, as pointed out by Ponomarenko
(2019) translation of journalistic writing follows distinctly different processes of discourse
production compared with other translated text types as it involves frequent resort to reviewing,
retelling and rewriting. Moreover, it was also observed that domestication of information takes
preference over translation accuracy and quality as far as the publication of international news
is concerned. Assuming that the translated news articles possess significant relevance and
interest for the global readers who are not the NS of the source language, the translators
typically apply lexico-grammatical choices either through deletions or additions. The intended
outcomes are likely to be relatively less literal translation when compared with the MT of the
same text, and this explains variations in the use of formulaic expressions and lexical and
grammatical collocations.

Seen from this perspective, legal or legislative texts may be considered an accurate corpus for
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comparison. Since the ultimate goal of all translation endeavours is to achieve accurate
translation equivalence, it becomes imperative that the target text is showcased in its
aggregation devoid of any deletions or amendments, thereby ensuring that the target text is the
real, authentic and reconcilable version of the source text (Sosoni, 2011).

2.1 Research Questions
The researcher developed the following two research questions for the study:

1. Does machine translation vary from human translation in terms of syntax, vocabulary,
and formal conventions?

2. Ifthere are any disparities between machine translation and human translation in terms
of syntax, vocabulary, and formalisation, how may they be modified?

3. Method
3.1 Translation Corpus

The sample texts for the study were derived from an article titled "Reading Japan" by David
Remnick, which was published on January 29, 1995. It was translated and published in the
Syrian General Organization for Books' affiliated Journal of Cultural Bridges No. 25-26 dated
2021. The well-known NMT system, Google Translate (translate.google.com), was used to
translate all original texts into Arabic. The translation was completed on June 24, 2023. Then,
translation experts affiliated with the Syrian General Authority for Books evaluated and
approved the researcher’s translation and the MT of the same article. A comparison was
conducted.

When the original English-language text was translated into Arabic, the number of lexical items
dropped from 5,000 words to 3,566. By contrast to the machine translation, the human
translation had lexical items count of 4,329. This was an increase of roughly 25%.

3.2 Procedure

The translator's responsibilities were restricted to reviewing the original material, refining the
MT of that text, and modifying the MT to align with the professional translation of the specific
content. This approach revealed several elements, such as the practice of translating frequently
used words in the automated text while disregarding the pertinent context in the target text.
This led the translator to revise the existing translation in order to incorporate a human element
that considers the context.

The original text, the machine translated text, and the modified translated text were categorized
based on paragraph style, sentence structure, word count, and symbol count. Next, the language
distinctions were categorized into syntactic and lexical variations. Regarding syntax, there was
a modification in sentence placement and the incorporation of grammatical tools. On the lexical
aspect, it was further separated into alterations in lexical items and additions of lexical items.
The aim of the alteration was to align with the context, the intended significance of the original
author, and the aesthetic conventions of the Arabic language. Subsequently, a comprehensive
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analysis was conducted to identify any significant differences between the data acquired by the
machine and human translation.

3.3 Data Analysis

The data were collected and then processed utilizing SPSS Statistics Version 25, in which
descriptive statistics were used in presenting the results of the data collection.

The two research topics will be explicitly debated and evaluated following the presentation of
the data statistics and their implications. The results will be presented at a later stage, and
implications regarding the effective use of WhatsApp will be derived. In addition to the
recommendations for future research, a conclusion will be obtained.

According to Microsoft Word 10's, word count, the original text, machine translated text, and
human translation of the text were classified into multiple categories, as shown in Table 1:

Table 1. Data Categorization

Source text in Machine Human Adjusted
English translation in translation in
Arabic Arabic
Paragraphs 42 14 38
Sentences 248 218 237
Word count 5011 3566 4329
Symbol count 23472 16632 20436

Subsequently, the sentences were segmented by either underlining the word or phrase that
underwent processing, or by highlighting it in bold, or both, in order to differentiate it from the
remaining vocabulary. Next, a comprehensive analysis was provided for each of the previously
proposed alternatives.

Table 2. Percentage of Whole Article Modifications

Linguistic = Modification Items Total Percentages Total
Field Type Number
Syntactic Changing 75 170  44.1 35.7
field the position

of the

sentence

Adding 95 55.9

grammatical

tools
Lexical Lexical item 180 305 60 64.3
field change

Lexical item 125 40

addition
Total 475 100

http://ijele.macrothink.org 147



Macrothink S . .
A = ™ nternational Journal of English Language Education
Institute ISSN 2325-0887
2025, Vol. 13, No. 2

4. Results and Discussion

The results were obtained from the analysis of the sample to answer the two research questions
that were generated. The first question aimed at finding out if there was any difference between
machine translation and human translation at the syntactic, lexical and formal levels; while the
second question sought to explore if there was any difference between machine translation and
human translation at the syntactic, lexical and formal levels, how it can be adjusted. Presented
below are the translation samples from the ST and TT:

JS b eJs¥ oS 8 Y 8 s ila o Jsanll Wl seS sin (8 (gl 55 35S UL 1500 OIS Lasie
el gl AUS e i gl sy slad) g el o sean i 1 Ley dalad dale (e Y Caaiian 48] o palall
Lale i paal) (g osf s 31 g e o a8iay ol aal o s Aagall 5 o 53¢d) caia 4 a8 Ly e Loy s (S )
Cand g L) 84S Clagie 334 ) 85 el ol 200 5 UL S ColS ol G yrd 5 B Ay aliay 5 o
AEUR PO PR A SRR TPR PRI SRR CVLPPR B IR VOO PR F PRIV I - DENE JE i FU EQY JUFEW- il
Gl saadila sl I Ledasl o Tomad Gl s Lo Cila (3] 4 (e i o) 8 OIS 4 (3 eY) 58 LS
G S ) e e Ay phay Caanill a5 VI Ay ) e 2l Lale 31 J 4wt s ) dagall Y 1 e
eV iy s il g e Al A 5 Caany O 3l (e A (g S ) e ) a8 - g laall A AL ) s el
- DUl ol 5 Lghomy ) ¢ gl g il Aundh 511 s sall imny ity o8 M8 die ety (e da g 28 Y aes B4y

M2 sl sS L ga" () sinall LN dasall T3 50 ol - Maiall 3150 e (IO sallS Lgs)

4.1. Sample translation instance 1

e Original English Text
When the Japanese novelist Kenzaburo Oe was in Stockholm to collect the Nobel Prize
in Literature in December, he told all who would listen that he would now withdraw
from the arena of his success. Over and over, he told his polite audiences and
interviewers, “I am going to stop writing fiction.”

e Machine Translation into Arabic
o 08 5l ptannsy 8 ¥ 3 a5 n prend Al seS i b ol 55 30 L 305 0 (IS Loxie
o AL ABDlEa s Ldgal) o yalan LSy Lo sa¥) gl i) anlai dalis Ge OF) a4l alisuns
") S e el 5y

e Human Modified Translation into Arabic
(WD S 5l 8 s 3 o J gl ol € i b (551 550 S AL S5l (OIS Losie
G Bl 4 ) slaa s Cdgall o) sean oy (8 Lo aalai Jlema (e OY) i adl G pala /S Al
Ml g ) Al

The word “to collect” means "to gather", but in this context it means that the writer "Oe" is in
Sweden to "get" the Nobel Prize. The phrase “who would listen” means “who listen”. This is
the direct machine translation while what is meant here by the original writer is “who are
present during the press conference”.

4.2. Sample translation instance 2

e Original Text in English
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It was such a queer statement, and delivered with such calm and good cheer, that no
one seemed to believe it.
e Machine Translation into Arabic
Gl Baay aaf o san ¥ 4l Basad) Aagall g & 93¢l 13ga adedl g cmalall Gladl 13 (S
e Human Modified Translation into Arabic
3w b o aiay ol Taal o s dagally £ 53¢ iiey 4 ol Ly e Tay s (S 0

4.3. Sample translation instance 3

e Original Text in English
The prize has accelerated sales of his books in Japan, and sent his foreign publishers
racing to translate more of his novels and stories.

e Machine Translation into Arabic

Gl 5 4l 5 ) (he 2 el A 3 Cppiad (5580 5 (UL A 4K Cilaaa 5 Al il 58]

e Human Modified Translation into Arabic
43l 5 (e 2 dall e il lgall Cuila¥) G 3l Camda g QUL (8 A0S Cilage 320 ) B 5 el
.w_g

4.4. Sample translation instance 4

e Original Text in English
Oe is neither tired nor depressed. He has never felt more at peace. His decision is
more one of closure than of crisis.

e Machine Translation into Arabic
A3 e G2 ] s IST 5 08 2Dy 1ol iy o) LSS Y g Linia pasd g5

e Human Modified Translation into Arabic
4 o s o F OIS s G aY) o LS RISl 18 ey ol s LaiiSa W Tsgda g9l 0
Lo dojl e D gl Lo Cilo (5002)

Following Rayson (1991), the researcher tokenized each translated text and tagged POS with
CLAWST7 thereby leading to the extraction of all bigrams. Bigram extraction was, however,
interrupted due to variation in punctuation marks and also due to any character sequences that
were not consistent with a lexical item/s. The hundred-million-word British National Corpus
(BNC2) was utilized in those cases where a bigram was identified without a specific name or
number. However, with the identified bigrams, the MI and t-scores which were in correlation
were used to establish the collocational status of the bigram. Following Bestgen (2018) and
Durrant and Schmitt (2009) strongly collocational incidences were considered to be bigrams
with >5 for MI and >6 for t-scores. Finally, the percentage that determined the status of the
bigrams as being strongly collocational was calculated for each instance of the text and the
association index while comparing these with the overall presence of the bigrams in the text.

This research assists in the contributions conducted around the world about the future of
artificial intelligence. This research shows the actual differences between human and machine
translations regarding syntactic, lexical and formal levels.

This research attempts to establish a comparative study between an article translated by
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machine translation (MT) (Google Translate) and the researcher’s translation of the same
article. Despite the development in machine translation, especially after the introduction of the
advantages of artificial intelligence in translation algorithms!, this research shows that although
machine translation contributes to forming a clear picture of the content in the article, it requires
the personal adjustment of humans to provide adequate and comprehensible meaning of
sentences and context. The human translator captures the aesthetic dimension, intricacies and
cultural subtleties of the text, which takes into account the context and remove the ambiguity
that may surround the text. Thus, human translators modify the course of translation, alter the
locations of words or sentences, and add a vocabulary or more to provide the text with the
indispensable spirit of the target language. They might add indispensable explanations to the
reader in the target language in order to fathom the depths of the text. The previous matter is
still not present in machine translation at the present time.

This research compares machine translation of the identical source material from a
contemporary system against a human translation using a brief case study. There were two
reasons for doing this. The first is about how to characterize the differences and what ideas and
resources are helpful in giving such a comparison context. The second is to compare the pros
and cons of machine translation with human translation, keeping in mind that no one translation
article can really capture the vast scope of the translation industry.

The aforementioned distinctions are further categorized into grammatical and lexical
disparities. Grammatically, there was a modification in the placement and alignment of the
sentences. With regards to vocabulary, the words were modified to align with the context,
intended meaning of the original author, and the aesthetics of the Arabic language.

The findings of the study reveal that Google Translate has made amazing progress in the past
six years compared to what it used to be. However, MT though it is time saving and safe to
store due to the typing facility is still far from HT in terms of overall quality. With the large
number of documents and books that need translation, the work of the translator will move in
the current and next stage from direct translation to revision and linguistic coordination.
Similarly, the field of vocabulary is the field that is still far from being realized by MT, and it
is a field that takes into account the context and the aesthetics of the language and the addition
of necessary vocabulary in order for the sentence to reach the mind and soul of the reader. So
are the cultural aspects which are still far from being accurately understood by MT.
Nevertheless, the grammatical arrangement of the sentence is an area that MT was able to
approach in most of the sentences that were studied. Since Google Translate was looking for
the corresponding words or phrases, it was good for short sentences or phrases. But things
tended to get inaccurate when longer text with complex grammar rules were attempted to be
synchronized. Because when context and sentence structure came into play, Google Translate
was unable to process and generate meaningful translations.

This paper illustrates that, no matter the progress made in MT, especially with the integration
of Al into translation algorithms, HT still retains its intricacies, cultural subtleties and aesthetic
elements. More specifically, machine translation contributes to the formation of a clear
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understanding of the article's content. Consequently, the translators alter the course of the
translation, alter the placement of words or sentences, and incorporate a word to integrate the
essential essence of the target language into the text. In order for the reader in the target
language to fully understand the text, translators may include essential explanations machine
translation is currently far from accomplishing this objective. The translator's responsibilities
were restricted to the following: reading the original text, re-reading the machine translation,
and modifying the machine translation to align with the professional translation of the text. In
this approach, a number of aspects were identified, such as the translation of common words
in the automated text and the disregard of the relevant context in the target text. This prompted
the translators to rephrase the current translation to provide a human character that considers
the context.

5. Conclusion

In view of the rapid advancements in the domain of Al, it is anticipated that more hybrid models
involving NMT and human input will be an integral part of the future translation paraphernalia.
While NMT has the potential to speedily handle extensive data, human collaboration will be
required to make essential tweaks as far as linguistic accuracy, cultural sensibility, and critical
maneuvering are concerned. However, as more and more use of Al becomes the norm, ethical
issues in regard to training data and human interventions will have to be addressed.
Nevertheless, a judicious application of the hybrid model will have to be made tapping, for
instance, the potential of MT for increased performance in syntax, semantics, and readability
of the TT. Similarly, human translators can lend their expertise in refining the linguistic
weaknesses, cultural variations, and discourse features so that the TT best represents the
nuances of the ST.
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APPENDIX
Source Text in English

When Japanese novelist Kenzaburo Oe was in Stockholm collecting for the Nobel Prize in
Literature in December, he told all who would listen that he would now withdraw from his
success. He repeatedly told his polite audiences and interviewers, "I'm going to stop." And he
just kept telling his polite audiences and interviewers, "I'm going to stop writing fiction." It
was such an ambiguous pronouncement, and given that a strange pronouncement he made with
such calmness and good cheer, that no one even seemed to believe it. OE is nobody believed
him for sixty sixty years, it seems. Oe is only sixty years old and in good health, recognized as
an outstanding writer in Japan and recognized as a Japanese prose writer. I registered Major.
The award contributed to increasing the sales of his books in Japan, sent foreign publishers and
prompted foreign publishers to scramble to translate more of his novels and stories. OE is not
tired, not exhausted, nor depressed. He was never depressed, and he never felt at peace. His
decision is more of a closure than a crisis. He says, internal as he says, because the mission is
the matter in time. His decision stemmed from his desire to close a file, and not as an expression
of a crisis. He says that he gladly abandons literature because the task he set himself one year
out of thirty years ago—to speak 31 years ago is no longer necessary—that is, to speak one
way or another for the sake of his brain-damaged son, is no longer necessary. - Hikari, whose
brain was badly damaged. He considered that Hikari, who rarely speaks and who suffers from
seizures, seldom speaks, and must and should be taken care of at all times, has found his voice.
He has composed some great music for piano and vine — “like the dew shining on the flute,
which his father describes as ‘like the dew sparkling on the leaves of the grass’ is how his father
describes it — and he recently released his own CD — and he has recently released his second
album, Music Entitled Music by Hikari Oe Aoi, 2." ".
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