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Abstract 

How can we effectively tell whether learners have acquired, and can exhibit outcomes that 

were initially established for them, and instructions tailored to? This question leads to 

assessment of learning outcomes or instructional results. It is for instance held that an 

outcomes-based approach to this requires assessment, in authentic ways, of what is 

considered to be most important of students’ attainments. Unfortunately, the use of 

inappropriate assessment/test items/instruments is a widespread phenomenon and has become 

a practice/malpractice most urgently in need of improvement. To ensure such improvement is 

to satisfy the most important criteria in assessment/test administration; validity. The 

prevailing assessment culture is however still steeped in the pre-occupation with reliability. 

This is due to the notion that for an assessment to be reliable it must first be valid, and the 

subsequent assumption that the reliability of an assessment invariably ensures its validity, as 

there is no structured/formulaic way of determining validity. It is however known that an 

assessment can be reliable without necessarily being valid. This paper therefore attempts to 

fill this validity void, by presenting two well-structured models/flowcharts; one, for verifying 

the validity or usefulness/appropriateness of assessment items and the other for the 

construction/writing of valid/appropriate assessment items. 

Keywords: Assessment item analysis model, assessment item construction model, 

assessment item validity model, assessment validity, assessment of learning outcomes, good 

assessment items 
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1. Introduction 

According to Ebel and Frisbie (1991) “Teaching does not occur unless evaluation of learner 

performance occurs” (p.28). Therefore, one cannot say he/she has taught when no assessment 

has been done to determine whether or not his/her learners have attained the 

instructional/learning objectives/outcomes. This implies that teaching can be said to have 

taken place only when its objectives have been met, and it is only when we assess that we can 

determine whether these objectives have been met. The foregoing makes assessment an 

important and integral part of the instructional and thus the curriculum process (Pratt, 1994; 

Sutton, 1991; Black & Broadfoot, 1982). It is in this direction that teachers do assess their 

students all the time, through the use of different instruments, to find out how much they are 

coping with instructional and learning activities. 

According to Banks (1990), the significance of assessment in the instructional and thus the 

curriculum process becomes more evident when the following questions are taken into 

consideration: 

1. How well have students/pupils accomplished the goals and objectives of the course or 

lesson? 

2. What progress have they made?  

3. Have they improved upon their abilities and general performances? (p.468) 

Since these questions are asked by almost every teacher and other stakeholders in the 

educational enterprise, assessment therefore becomes a central feature in the educational 

process (Sutton, 1991). Thus Pratt (1994) is of the view that “Ideally, curriculum intentions, 

assessment, and instruction are all part of an integrated whole” (p.104). 

However, for an activity that occupies a high proportion of their professional practice, 

teachers, it is claimed, receive very little or no formal training in assessment during their 

preparatory stages (Stiggins, 2001; Stiggins & Conklin, 1992) thus, limiting their assessment 

literacy (Plake & Impara, 1997). This has affected the way most teachers assess in the 

classroom, which therefore has led to the claim that many assessments, especially external 

assessments, are plagued by inappropriate items (Bennett, Jenkins, Persky & Weiss, 2003) 

that do not do any justice to the learners, teachers and the curriculum as a whole. That is, 

many assessment instruments are not adequately assessing the construct or performance they 

are intended to assess, and also all learning outcomes to their appropriate level of demands.  

The situation described above became more apparent; first, in a report of a study on the 

content validity of the question papers for the then Senior Secondary School Certificate 

Examination (SSSCE), published by the West African Examinations Council (WAEC) in 

2002 and subsequently, in an analysis of WAEC’s assessment items in Social Studies at the 

Senior High School (SHS) level in Ghana (see Bekoe, 2007 & 2006). This paper therefore 

examines the literature on how to ensure the appropriateness, and thus the validity, of 

assessment/test items. It then proposes an Assessment Item Analysis/Evaluation Model and 
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an Assessment Item Writing/Construction Model, in the form of flowcharts that can be 

employed to guide the validation analysis/selection and construction of good/appropriate 

assessment respectively. They are to ensure that educational assessors are able to select or 

write assessment items that are valid and thus useful to be used in the assessments of 

students’ learning outcomes. 

2. Understanding Educational Assessment 

The conception and use of the term assessment, in education, is so varied that it connotes 

different things at different occasions and sometimes used inter-changeably with other terms 

(Ghaicha, 2016; Bachman, 2004; Mundrake, 2000). Cizek (1997) for instance argues that the 

term assessment “is used in so many different ways, in so many different contexts, and for so 

many different purposes, that it can mean almost anything” (p. 8). Assessment is for instance, 

sometimes used to connote evaluation (Ghaicha, 2016; Nelson & Michaelis, 1980) or 

measurement (Ghaicha, 2016; Kelly, 2009; Ecclestone, 1994; Gross, McPhie & Fraenkel, 

1970) or testing (Ghaicha, 2016). However, many of these authors, among others, have 

argued against the notion of equating assessment, evaluation and measurement or testing as 

one and the same concept. Some have even actually tried to make clear distinctions among 

these obviously separate, but related, terms.  

Nelson and Michaelis (1980), for instance, argue that evaluation is broader than assessment, 

and for that matter assessment is rather seen as part of the evaluation process (Lambert & 

Lines, 2000; Satterly, 1989). Measurement, on the other hand, is also seen as part of 

assessment (Coulby, 2000). On the contrary Ecclestone (1994) sees assessment as rather an 

act of measurement, by stating that “Assessment is the judgement of evidence submitted for a 

specific purpose; it is therefore an act of measurement. It requires two things: evidence and a 

standard or scale” (p. 6). 

Mager (1997) however defined measurement as “the process of determining the extent of 

some characteristic associated with an object or person. For example, when we determine the 

length of a room or weight of an object, we are measuring” (p. 8). That is using a 

standard/universal instrument, like a ruler/measuring tape, weighing scale or a compass to 

determine the extent to which some characteristics of an object or person can be associated 

with a value/measure on such a standard instrument (criteria). In a more precise way, Ghaicha 

(2016), in reference to students’ performance, defined measurement as, “the process by which 

a quantified value, usually numerical, is assigned to the attributes or dimensions related to 

students’ performance while measuring ability or aptitude in such a way that the student’s 

quality of performance is preserved” (p. 213). Although Ecclestone’s (1994) assertion that 

measurement requires evidence and a standard or scale, is accepted by most writers, her view 

that assessment is an act of measurement is challenged by many other writers, and logically 

so.  

Kelly (2009) for instance argues,  

The term measurement brings with it, connotations of accuracy and 

precision, but it is plain to anyone who will look more closely at the matter 
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that there is little accuracy or precision in most forms of educational 

assessment. And the degree of accuracy and precision varies inversely in 

relation to the complexity and sophistication of what is being assessed 

(p.129).  

Ecclestone, perhaps, made the assertion that assessment is part of measurement or even 

assessment is measurement, because she sees it in the like of tests and examinations. 

However, Rowntree (1987) disagrees with such assertions and argues, “Despite one of the 

assumptions commonly made in the literature, assessment is not obtained only, or even 

necessarily mainly, through test and examination” (p. 4). Satterly (1989) also states, 

“Educational assessment takes place in many ways using a variety of instrument designed for 

the purpose” (p. 10). Thus,  

All shades of assessment can be practiced without any kind of measurement 

that implies absolute standards; it may be enough simply to observe 

whether, for each student, some personal, even idiosyncratic, trait or ability 

appears discernible to a greater or lesser extent than hitherto (Rowntree, 

1987: 5). 

Since there is no universal standard or scale to measure the extent to which such personal 

characteristics as; ability, skill, attitude and value, which are all the subject matter of 

assessment, exist in a person, it will be inappropriate, as it is not supported by facts and logic, 

to accept the view of Ecclestone (1994) that assessment is an act of measurement or even is 

measurement. Rather, in assessment, measurement may sometimes be applied when certain 

characteristics, like knowledge or cognition, are seen to be amenable to a measure and thus 

associated with a figure or value on a standard or criterion or norm. Thus, assessment is seen 

as involving more than measurement (Ghaicha, 2016; Nelson & Michaelis, 1980; Gross, 

McPhie & Fraenkel, 1970). And thus, according to Eisner (1993, also cited by Kelly, 2009) 

“Assessment, like evaluation, is not one but several things” (p. 224). 

Evaluation, on the other hand, involves the comparison of a measure to a standard and 

afterwards making judgement on the comparison (Mager, 1997). Ghaicha (2016) for instance 

defines evaluation as, “the process of arriving at judgments about abstract entities such as 

programs, curricula, organizations, institutions and individuals” (p. 213). It is therefore often 

considered as an appraisal of the whole curriculum or instructional process, and for which 

assessment is part or a tool (Kelly, 2009). In fact, assessment and evaluation, apart from the 

attempt by some authors, like Nelson and Michaelis (1980), to make a distinction between 

them and place assessment in the domain of the instructional process and evaluation at the 

end of the whole programme, sometimes become confusing in meaning. They look almost the 

same, when especially assessment is seen as being judgemental (Kelly, 2009; Cizek, 1997; 

Ecclestone, 1994; Wiggins, 1993) as in the case of evaluation. For instance, Wiggins (1993) 

defines assessment as “a comprehensive, multifaceted analysis of performance; it must be 

judgment-based and personal” (p. 13).  

There are, however, others who are of the opinion that assessment is not judgemental 

(Lambert & Lines, 2000; Wiersma & Jurs, 1990; Rowntree, 1987). In this school of thought, 
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Wiersma and Jurs (1990) were more straightforward and perhaps daring with their opinion 

when they stated, categorically that “when assessment is taking place, information or data are 

being collected and measurement is being conducted. Assessment does not include making 

judgments about data, which is reserved for evaluation” (p. 8). In this case a clear distinction 

is being made between assessment and evaluation. Whereas assessment is indicated to 

connote the collection of all kinds of data about students/pupils, evaluation is seen as the act 

of making judgements on the data collected. Thus, assessment is seen as an important tool of 

evaluation.  

Rowntree (1987) and Lambert and Lines (2000) were however cautious in making such a 

categorical assertion, as their views are implicit rather than explicit. Rowntree (1987) for 

instance states that assessment “can be descriptive without becoming judgemental” (p. 6). 

This can also imply that assessment can sometimes be judgemental. Lambert and Lines (2000) 

pointed out the subservience of assessment to evaluation when they wrote, as part of their 

explanation of the evaluative role of assessment, that the purpose is “to contribute to the 

information on which judgements are made concerning the effectiveness or quality of 

individuals and institutions in the system as a whole” (p. 4). This also places assessment, 

squarely, in the domain of data gathering or collection. 

It is however apparent in the discussions so far that both schools, in the 

assessment/evaluation debate, do agree that assessment involves the collection of data about 

individuals or a system. That is, whether assessment is judgemental or not, there is no 

question about the fact that it involves obtaining some form of information about some 

personal or institutional characteristics or attributes. Rowntree (1987) therefore states,  

Assessment in education can be thought of as occurring whenever one 

person, in some kind of interaction, direct or indirect, with another person, 

is conscious of obtaining and interpreting information about the knowledge 

and understanding, or abilities and attitudes of that other person (p. 4).  

It must be noted that the kinds of information being conceived in this case are not exclusively 

linked to those that are obtained through tests and examinations alone (measurement), but to 

others, including very informal or indirect ones (Lambert & Lines, 2000; Rowntree, 1987). 

Cizek (1997); Ferrara and McTighe (1992), Baker and Stites (1991), and Stiggins (1991) 

have all argued that notions about assessment need to be broadened. And according to 

Airasian (1994), should include “the full range of information teachers gather in their 

classrooms: information that helps them understand their pupils, monitor their instruction, 

and establish a viable classroom culture” (p. 5). 

It has therefore been established that educational assessment, whether judgemental or not, is a 

process of obtaining all kinds of data about the characteristics of learners, in relation to set 

standards of attainment in the curriculum. As Satterly (1989) aptly puts it,  

Educational assessment is an omnibus term which includes all the processes 

and products which describe the nature and extent of children’s learning, its 

degree of correspondence with the aims and objectives of teaching and its 
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relationship with the environments which are designed to facilitate learning 

(p. 3). 

The above definition provides a comprehensive scope or perspective of what assessment is or 

should be. It reflects the components of the educational process; the curriculum, instruction 

and assessment, and the balance/relationship, which must be maintained among these 

components at all cause (Pratt, 1994; Madaus, 1988).  

Satterly (1989), by his definition, is calling for assessment, by whatever means, to be able to 

precisely describe what learners have attained in relation with curricular imperatives and how 

the learning was designed to take place. Thus, it will not be appropriate to assess learning 

attainment of a student, who has been taught how to use the computer, by asking such a 

student to draw and label the parts of a computer. Neither will is be appropriate to assess 

students on concepts that they have not been taught. Unfortunately, many assessment regimes 

and practices are said to be plagued by such items/questions (Mager, 1997) and especially by 

banal and elemental ones (Bennett, et al, 2003). The question therefore is, how do we ensure 

that educators, and all those involved in assessing learner outcomes, one way or the other, 

will always construct/select and use assessment procedures and or items that are good and 

useful in determining what learners know and can do, as per what they were taught and how 

they were taught. This question becomes particularly pertinent, when one considers the view 

that assessment, in this era of accountability, is a powerful instrument that can either boost or 

undermine students’ learning (Ghaicha, 2016). 

3. Criteria for Good Assessment Items: The assessment reliability versus validity 

debates  

There are many important criteria that are traditionally employed to ensure the quality and 

credibility of assessment instruments/items (e.g., validity, reliability, practicability, 

standardization, etc.). Validity and reliability are however the two fundamental 

features/criteria that are mostly/commonly used (Mohajan, 2017; Darr, 2005a & 2005b), in 

ensuring that an assessment instrument/item gives a true reflection of the state of capability of 

learners (what they know and can do), and do so consistently with high level of predictability. 

It is further held that of the two, validity is the most important (Newton & Baird, 2016; Darr, 

2005a), especially for the evaluation of assessment instrument/items (Mager, 1997; Tyler, 

1949). Newton and Baird (2016), for instance, claim that “validity is the most important term 

in the educational and psychological measurement lexicon” (p. 173). Darr (2005a) also states 

that “validity can be considered as the key issue in assessment” (p. 55). This is mainly 

because, according to Akib and Ghafar (2015), “validity requires that an instrument is reliable, 

but an instrument can be reliable without being valid” (p. 67). And according to Hughes 

(2003), “if a test is not reliable, it cannot be valid” (p. 34). However, reliability has over the 

years been too often overemphasized at the expense of validity (Linn, Baker & Dunbar, 

1991). 

Reliability, it must be noted, is about the consistency of test scores and not the test itself 

(Linn, Baker & Dunbar, 1991). The Center on Standards & Assessment Implementation 

(CSAI) (2018) also states, “Reliability is a measure of consistency. It is the degree to which 
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student results are the same when they take the same test on different occasions, when 

different scorers score the same item or task, and when different but equivalent tests are taken 

at the same time or at different times” (p. 1). Darr (2005b) expatiates on the issue of 

consistency, by indication,  

“This may mean:  

• Consistency across time—would the results have been the same if the 

test or assessment had taken place on another day, or at another time?  

• Consistency across tasks—would the result have been the same if other 

tasks had been chosen to assess the learning?  

• Consistency across markers—would the results have been similar if 

another marker had scored the assessment?” (p. 59) 

And according to Bachman (1990) “if it was possible for a test candidate to take the same test 

in an unaffected environment several times, it is conceived that the eventual mean score 

would provide a total that would closely equate to the participants true score” (p. 167).  

In spite of the position that validity is the most important criteria, it has rather been variously 

argued that much emphasis, in assessment, is often placed on reliability at the expense of the 

validity (Linn, Baker & Dunbar, 1991). This is perhaps because the traditional notions of 

reliability and validity holds that for something to be valid it must first be reliable (Akib and 

Ghafar 2015; Hughes, 2003). It is therefore often assumed that once an assessment is 

computed/determined to be of high reliability, it automatically becomes valid. This 

assumption is apparently problematic and flawed, in the sense that there is evidence, both 

from research and experience, that this is not always the case, as according to Akib and 

Ghafar (2015), “an instrument can be reliable without being valid (p. 67). 

For instance, if a teacher teaches his/her students the four basic operations in Mathematics, 

and ends up assessing them on only additions, the reliability of the assessment could be quite 

high as students’ scores would possibly show consistency. However, such a test will 

definitely not be valid in respect of the content lacking breadth of coverage and thus being 

unrepresentative of the intended curriculum objective/outcome. It would also not provide a 

complete picture of what the students have actually acquired and can do. The scenario above 

clearly indicates that the validity of an assessment instrument cannot be guaranteed just 

because it has been determined to have a high degree of reliability. Haydn, Arthur & Hunt 

(2001) also argued that “A test loses validity if the pupils are being assessed on content, skills 

or concepts which they have not been taught” (pp. 237-238). That is, while such a test may 

score high on the reliability scale, the fact that it is assessing outcomes that pupils have not 

been instructed in makes it invalid. Thus, although reliability is a necessary criterion, it is 

however not sufficient for ensuring validity (Thompson, 2013). 

It is also argued that the issue of test reliability itself is inconclusive and various questions 

have been raised against it. The first of such questions is about the computation of the 

reliability coefficient of a test. According to Darr (2005b) “determining reliability has 

traditionally been seen as a statistical exercise. It usually involves calculating a reliability 
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coefficient to indicate how well assessment results agree over repeated uses of the assessment 

tool” (p. 59). Examples of methods usually employed in estimating reliability include 

test-retest reliability, internal consistency reliability, parallel-test reliability and analysis of 

Classical True Score (CTS) (Nadasdy, 2011; Bachman, 1990).  

In the case of test-retest reliability, for instance, the argument is that it is practically absurd to 

give the same test to pupils on two separate occasions (McMillan, 2002). The second issue 

has to do with the appropriate duration in-between the two tests, as it is argued that whether 

the second test is taken immediately or sometime after the first one, many things could 

happen between the time spans to impact on the subsequent performance (McMillan, 2002). 

Bachman (1990) also argues that “other factors concerning what we are measuring will affect 

test reliability. Factors including test participants’ personal characteristics i.e., age, gender, 

and factors regarding the test environment and condition of the participants can contribute to 

whether or not a test is effectively reliable” (p.164). It is also wondered, against the split-half 

reliability test, whether two different items can really measure the same thing or construct 

(McMillan, 2002). It must also be noted that reported error in reliability of traditional test 

scores is often underestimated (McMillan, 2002; Rogosa, 1999). Nadasdy (2011) also argues 

that the results of CTS are still in the theoretical realms and therefore may not take into 

account variables that could be established through empirical investigations. 

The question, which perhaps arises from the foregoing discourse is that should we not rather 

be emphasising and ensuring the validity of an assessment instrument/item, instead of solely 

focusing on the reliability of test scores which cannot be absolutely relied upon. This view is 

supported by Tyler (1949) who argued to the effect that the most important criterion for an 

evaluation/assessment instrument is validity, which needs to rather consciously ensured all 

the time (Mager, 1997). Thus, inasmuch as measurement experts and test constructors go to 

great lengths to ensure the reliability of assessment instruments/items, they must also verify, 

and even more rigorously, the validity of such instruments/items. Certainly, a test cannot 

qualify to be a good test if it has high reliability, but then lacks validity. It is further argued 

that assessment decisions are reliable when they are based on evidence that is generated by 

valid assessments (SQA, 2001). It therefore holds that in constructing or evaluating 

assessment instruments or test items, reliability should be considered as just one of the 

criteria and not the only criterion, and validity as rather the most important of the criteria. 

Validity itself has been embroiled in contentious debates, therefore becoming a thorny issue 

among assessment and measurement professionals, as to what it is supposed to mean 

(Newton & Baird, 2016). According to Darr (2005a) 

In the past, validity has often been treated as the degree to which a test or 

assessment tool measures what it claims to measure, as if this was something 

inherent in the assessment instrument itself. More recently, however, 

assessment specialists have argued that validity should not be considered as a 

fixed property of an assessment instrument. Instead, they propose that validity 

is better understood as an evaluation of the quality of the interpretations and 

decisions that are made on the basis of an assessment result—that is, how well 
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the inferences we make or actions we take on the basis of an assessment result 

can be justified (p. 55). 

Brualdi, (2002), for instance, claims that “Test or assessment validity refers to the degree 

with which the inferences based on test scores are meaningful, useful, and appropriate” (p. 

12). Moskal and Leydens (2002) also refer to the American Educational Research Association, 

American Psychological Association and National Council on Measurement in Education 

(1999) definition of validity as, “The degree to which the evidence supports that the 

interpretations are correct and that the manner in which the interpretations are used is 

appropriate” (p. 77). AERA, et al (2014) have provided a recent definition of validity, which 

states that “Validity refers to the degree to which evidence and theory support the 

interpretations of test scores for proposed uses of tests” (p. 11). This thus suggests that 

validity is about whether interpretations or inferences made of a student’s test scores are true 

reflections of his/her ability to really perform the task that the test indicates.  

However, Sireci (2015) argues that “to support the use of a test for a particular purpose will 

require evidence that the test is measuring its intended construct, the scores are interpreted as 

appropriate manifestations of that construct, and the actions based on those interpretations are 

defensible” (p. 8). He (Sireci, 2015) also argues that “providing evidence that a test is 

measuring what it purports to measure is a necessary component of a validation effort and so 

it is certainly germane to validity. Such evidence helps us evaluate, and validate, the 

interpretations made on the basis of test scores” (p. 5). Thus, according to Linn, Baker and 

Dunbar (1991) “questions of validity focus their attention on long-range objectives, criterion 

situation… and the extent to which they are reflected in the tasks presented to learners on a 

test” (p.1). CSAI (2018), also goes back to the earlier notion of validity to state that “validity 

can be summarized as how well a test measures what it is supposed to measure” (p. 2). 

It has however been respect argued that the traditional notion of validity has viewed the 

concept too narrowly (Brualdi, 2002; Messick, 1996 & 1989; Linn, Baker & Dunbar, 1991). 

For instance, the traditional means of accumulating validity evidence have been grouped 

under several categories (Brualdi, 2002; Bachman, 1990; Hughes, 2003). Thus, evidence for 

validity has been sought in terms of the following: 

1. Construct Validity: The correlation between tests measuring the same construct or 

between a test and the criterion behaviour of interest (Taylor & Nolen, 1996; 

Nitko, 1996; Linn & Gronlund, 1995; Hanna, 1993). According to Darr (2005a) 

“constructs are specific psychological characteristics or traits, such as a type of 

reasoning or thinking, that we are interested in assessing” (p. 56). 

2. Content Validity: Darr (2005a) states that “the content of our assessments as part 

of a validity argument involves evaluating how well our assessment tasks 

represent or sample the learning domain in question” (p. 55). In most cases this 

involves the use of tables of specifications to determine whether the content of a 

test measures the breadth of content targeted (Taylor & Nolen, 1996; Oosterhof, 

1996; Linn & Gronlund, 1995). 
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3. Criterion-related Validity: Using a range of strategies to build a logical case for 

the relationship between scores from the assessment and the construct the 

assessment is intended to measure (Taylor & Nolen, 1996). According to Cohen, 

Manion and Morrison (2000), this type of validity is said to contain two primary 

forms; predictive and concurrent validity. An assessment is said to have strong 

predictive validity, if a separate but related assessment produces similar results, as 

it did. Concurrent validity is similar but it is not necessary to have been measured 

over a span of time, but can be determined simultaneously with another 

instrument (Cohen, et. al, 2000). Darr (2005a) also claims that “sometimes, 

developing a validity argument involves looking at how well our assessment 

results compare with or predict other measures recorded on a separate assessment 

or criterion” (p. 56). 

4. Face Validity: This term relates to what degree a test is perceived or appears to be 

measuring what it is supposed to measure (Bhandari, 2022; Middleton, 2022; 

Nadasdy, 2011) 

5. Consequential Validity: This type of validity involves evaluating the consequences 

of using assessment results, since the weight given to the results of an assessment 

and the use thereof will have an impact on teaching and learning (Darr, 2005a). 

According to Darr (2005a) “we should question the validity of our assessment 

when there is evidence that the consequences of using the assessment results to 

make decisions or inform students of progress are detrimental to our overall 

educational goals” (p. 56). 

Brualdi (2002), however, claims that “there are no rigorous distinctions between them; they 

are not distinct types of validity” (p. 12). The modern concept of validity, as advanced by 

Cronbach (1988) and Messick (1989), instead views construct validity as the unifying 

concept underlying all validity (see Gipps & Murphy, 1994; Brualdi, 2002). The argument is 

that the traditional notion of validity is fragmented and incomplete, as it fails to take into 

account evidence of the value implications of inferences made from scores as a basis for 

action and also the social consequences of the way inferences are made from the scores 

(Brualdi, 2002; Messick, 1989; Cronbach, 1988). The proponents of the modern conception 

of validity therefore suggest that validity should be seen as a unitary concept and its 

categorisations rather as its components. They also called for an expanded view of validity to 

include other important concerns (Linn, Baker & Dunbar, 1991). 

Linn, Baker & Dunbar (1991) are of the view that the idea of an expanded notion of validity 

becomes more imperative and central to the evaluation of the adequacy of new forms of 

educational assessment. They claim that such criteria “provide a framework that is consistent 

with both current theoretical understandings of validity and the nature and potential uses of 

new forms of assessment” (p. 4). It must be clarified that the components of the expanded 

conceptualisation of validity is currently inexhaustive (Linn, Baker & Dunbar, 1991), with 

different authors producing different lists of what should constitute the components of 

validity. However, a close examination of some of the lists shows that they have similarities 
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among them, and that two or more components of validity, by one author could as well fit 

into a component of the other. 

Linn, Baker & Dunbar (1991) and Brualdi’s (2002) lists of components of validity, for 

instance, could all be merged to produce the following: 

1. CONTENT: This will be the merging of Brualdi’s (2002) components of ‘Content’ 

and ‘Substansive’ with Linn, Baker and Dunbar’s (1991) ‘Content Quality’ and 

‘Content Coverage’. Content, in this case refers to the extent to which the content of 

assessment is consistent with best current understanding of the field and at the same 

time reflects what are judged to be aspects of quality. It also refers to the 

comprehensiveness of content coverage and the extent to which the assessment is 

relevant and representative of the construct domain (Brualdi, 2002). 

2. STRUCTURE: According to Brualdi (2002), this “is about how the internal 

structure of the assessment is consistent with what is known about the internal 

structure of the construct domain” (p. 13) 

3. TRANSFER AND GENERALISABILITY: The evidence that the performance in a 

specific task can be transferred to other tasks to allow for consistency and thus 

generalisation. (Brualdi, 2002; Linn, Baker & Dunbar, 1991). 

4. CONSEQUENCES: This involves the collection of evidence about both the 

intended and unintended effects of assessment on the way teachers and students 

spend their time and think about the goals of education. In other words, this is about 

whether the interpretation of assessment results leads to either positive or negative 

consequences (Herman, 1992). Gipps and Murphy (1994), in reference to a TGAT 

Report (Department of Education and Science, 1988), reiterated that external 

assessment should, among other things, “not have undesired effects on the 

curriculum” (p. 187). 

5. FAIRNESS: This is whether assessments and the interpretations of their results take 

into consideration the cultural and socio-economic background of students and 

whether there is evidence of offensive items to some students and/or sources of 

irrelevant difficulty for students (Linn, Baker & Dunbar, 1991) 

6. COGNITIVE COMPLEXITY: This is about the evidence that no matter the 

difficulty of the subject matter, assessment/test items really require students to 

exercise higher order thinking and reasoning processes (Linn, Baker & Dunbar, 

1991). 

7. MEANINGFULNESS: This answers the question as to whether an assessment task 

is meaningful to students and whether it does provide worthwhile educational 

experiences (Brualdi, 2002; Linn, Baker & Dunbar, 1991). 

8. EXTERNAL FACTORS: This is about the extent to which the relationship of 

assessment scores with other measures and non-assessment behaviours reflect the 

expected relations implicit in the intended construct. That is, is the score 
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interpretation externally substantiated, by appraising the degree to which empirical 

relationships are consistent with the meaning of the construct or subject matter of 

the assessment (Brualdi, 2002). 

9. COST AND EFFICIENCY:  This aspect of validity is about the cost effectiveness 

of the assessment instrument, especially for large-scale assessment (Linn, Baker & 

Dunbar, 1991). 

Whether we are to view validity in its traditional or modern expanded form, it is argued that it 

should be seen as minimizing invalidity and maximizing validity (Cohen, et. Al, 2000). And 

to Nadasdy (2011) validity should be a matter of degree rather than a pursuit of perfection. 

The argument, therefore, is that in constructing or selecting assessment instruments/items, 

every effort must be made to ensure that they are valid to a greater degree and thus potentially 

useful in assessing what they are supposed to assess (Mager, 1997). 

4. Guidelines for Ensuring the Validity of Assessment Instruments/Items 

Having established the meaning of assessment/test validity and having identified the 

components therein, as per the modern expanded unitary notion of validity, the next issue for 

consideration is how one can ensure that an assessment instrument or item encompasses all 

these components and thus is potentially useful for assessing learning outcomes. One 

practical guideline, as provided by the SQA (2001), is that an assessment is valid when it is 

appropriate to or fit for purpose (e.g., using practical assessment to assess practical skills), 

and allows the production of the evidence of students’ performance which can be measured 

against defined standards. This implies that in the construction of assessment items every 

effort must be made to ensure that their quality is mostly assured by their validity. In this 

direction Herman (1992) and Linn, Baker & Dunbar (1991) identified the characteristics of a 

good assessment to guide such an endeavour. It must be noted the characteristics, so 

identified, are similar to most of the criteria already identified as components of validity. This 

perhaps goes to support the assertion made by Mager (1997) and Tyler (1949) that the only 

good assessment is the assessment that is valid. In order words, test validity should capture 

the characteristics of good assessment (Dietel, Herman & Knuth, 1991). 

Many models/checklists have been proffered to aid assessors to ensure that their assessment 

instruments/items are valid or good, and thus potentially useful in assessing students’ learning 

outcomes. These include, but not limited to, Quelmalz’s model (Quelmalz & Hoskyn, 1997), 

Darr’s validity checklist (Darr, 2005a), McMillan’s characteristics of good assessment 

(McMillan, 2002) and Mager’s checklist and flowchart (Mager, 1997). The Quelmalz model 

(Quelmalz & Hoskyn, 1997), for instance, provides the following criteria: 

1. Problems or tasks should represent important recurring issues or activities. 

2. Emphasise purposeful, sustained, reasoning that requires integration of reasoning 

strategies rather than demonstration of discrete isolated skills. 
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3. Assessment tasks should permit multiple interpretations or solutions, rather than one 

right answer. That is the encouragement of alternative points of views and 

conclusions. 

4. Assessment formats should elicit explanations of inquiry processes, not just the 

answer. 

5. Assessment tasks and problems should represent a range of generalisation and 

transfer. 

6. Assess reasoning strategies directly, not as undifferentiated components of a more 

complex solution. 

7. Assess meta-cognitive strategies for planning revision and self-evaluation (p.105). 

Darr (2005a) also provided the following, as a validity checklist: 

• Do the tasks match the learning intentions we are interested in?  

• Does the test cover a wide enough range of content?  

• Are there enough items or tasks to cover the scope of what is being assessed?  

• Do the tasks require use of the desired skills and reasoning processes?  

• Is there an emphasis on deep, rather than surface knowledge?  

• Are the directions for the assessment task clear?  

• Are the questions unambiguous?  

• Are the time limits sufficient?  

• Do the tasks avoid favouring groups of students more likely to have useful background 

knowledge- for instance, boys or girls?  

• Is the language used suitable?  

• Are the reading demands fair? (p. 55) 

McMillan (2002), on the other hand, identified the following as characteristics of good 

assessment: 

1. Good assessment must enhance instruction, by its integration with instruction in 

the classroom. 

2. Good assessment should be valid, in its modern and expanded form. 

3. Good assessment should be fair and ethical, in that it must ensure students’ 

knowledge of learning targets and the nature of the assessments prior to 

instruction and avoid stereotypes. 

4. Good assessment must use multiple methods to ensure that a complete picture of 

what students understand and can do is put together in pieces comprised by 

different approaches to assessment. 

5. Good assessment is efficient and feasible in the sense where benefits outweigh 

cost. 

Apparently, the components of validity and characteristics of good assessment, even though 
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similar and are to be taken as one and the same thing, seem unwieldy if one is to consider the 

extent of the issues or concepts they embrace. These criteria therefore seem difficult for one, 

without the appropriate guidance, to meet when constructing an assessment item or tool. 

Mager (1997) therefore provided a simplified solution, by insisting that one simply needs to 

match the performance and condition of the item to that of the curriculum objectives. His 

mantra is, “write or select items that will ask students to do what the objectives say they are 

able to do” (p. 15). This is supported by Farris (2015) when she, in reference to Cangelosi 

(1990) and Popham (1995) stated, “if the assessment items do not match the content and the 

behavioral construct of the objective, then the assessment is of the little value” (p. 68). SQA 

(2001) also provides that in devising assessments, one should ensure that all outcomes are 

covered to the appropriate level of demand, as described by the performance criteria or 

objective. 

In furtherance to the above position, Mager (1997) presented two models (The 

Objective/Item Checklist and The Objective/Item Flowchart) that could be used for the 

construction or selection of assessment items, and also serve as useful tools for the evaluation 

of test items. These models can be seen as classic guidelines, which can help teachers and test 

constructors to come out with appropriate tools for assessing learning outcomes. They can 

also be used to ensure that the use of inappropriate test items, which is a widespread 

phenomenon, is done away with and the whole assessment culture improved. 

The checklist is a six (6) steps instruction that presents a systematic approach to item 

evaluation. It starts with the identification of the performance as stated in the curriculum 

objective, and verification as to whether it is an overt/covert main intent or indicator of the 

main intent, followed by the establishment of its clarity. The next step is to identify the 

performance being demanded of the students, by the item, after which a match/congruence 

between the two performances is determined. The last step on the checklist calls for the 

establishment of a match between the objective and item conditions (i.e., does the condition 

in which the assessment is to be done match the condition, in which the teaching and learning 

took place). 

The flowchart on the other hand is an eighteen (18) steps model, which is an expanded form 

of the checklist, described above. However, anyone intending to use Mager’s models for the 

evaluation of assessment/test items could as well expand it to include other important criteria 

like; fairness, cognitive complexity, meaningfulness (Herman, 1992), and the 

contextualisation of task in real-world applications (Dietel, Herman & Knuth, 1991). This 

will ensure that the criteria for evaluating test items will be more comprehensive and rigorous, 

and should result in very good test items that can really assess, in an objective and valid 

manner, whatever curriculum objective they intend to assess. 

5. Models for Analysing/Selecting and Constructing/Writing Valid Assessment Items 

Bekoe (2006), in an attempt to employ a more comprehensive/concise validity model for the 

evaluation of some selected Social Studies examination questions, by the West African 

Examinations Council (WAEC), developed a new model, which was an adaptation of 

Mager’s (1997) Flowchart. This new model went beyond Mager’s (1997) Flowchart to 
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include steps in ensuring that an assessment item meets some other criteria, not included in 

Mager’s model. This model has been modified over the years, to include more details and for 

ease of use. Thus, the current model (Figure 1), is a build-up of Bekoe’s (2006) model and 

Mager’s (1997) flowchart. A second model (Figure 2), which is closely related to the first 

model, is also being proposed to aid the construction/writing of more appropriate, and thus 

valid assessment items. 

The Assessment Item Analysis/Selection Model (Figure 1) contains twelve (12) major steps 

in the whole process. It starts with the selection of an item, followed by determining whether 

the curriculum content area or topic/unit, in relation to the item, can be identified in the 

curriculum. The next step is the identification of the performance in the item whether it is the 

main intent or an indicator of the main intent. This is to be followed up by noting the 

precise/explicit performance in the item, and identifying same in the curriculum 

objective/learning outcome that relates to the item being analysed.  

Another major step is to determine whether the performance, identified in both the item and 

the curriculum objective/learning outcome, do match. This step is followed by matching the 

conditions for both the attainment of the objective/learning outcome and performing the task 

in the item. Subsequently, if the item is so determined to be contextualised in real-world 

application, to a great extent, then it can be accepted as a potentially useful and valid item to 

be used to assess what students know and can do. There are five (5) main decision stages in 

the process, where an assessor may reject an item completely, as invalid/inappropriate, or 

continue through with the process to determine whether the item should be accepted, as valid 

and thus potentially useful. 
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The Assessment Item Writing/Construction Model (Figure 2), on the other hand, contains 

eleven (11) major steps. This begins with selecting the curriculum content area or the 

topic/unit one wants to assess students’ learning outcomes on. The next step is to select a 

specific curriculum/learning objective/outcome pertaining to the topic/unit. This is to be 

followed by identifying the performance in that objective/outcome. The item writer will then 

have to determine the nature of the performance, whether it is an indicator or the main intent.   

Furthermore, after the precise/explicit performance in the objective/outcome has been 

established, the writer then moves to write an item with the established explicit performance. 

This is to be followed up by ensuring that the performance in the objective/outcome really 

matches the one in the written item. The next step is to ensure that the condition for 

performing the task in the item matches the one for the attainment of the objective/outcome. 

The item can be deemed to be potentially useful and valid to be used to assess students’ 

learning attainment, if it is finally determined to be well contextualised in real-world 

application.  
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Both models (Figure 1 & Figure 2) throw up some very important and yet challenging 

activities, for assessors that need further and detailed explanations. These include the 

identification of the performance, matching the conditions, the contextualisation of the item 

in real-world application, and making the item fair. The challenge may be how to identify the 

performances and match them; identifying the conditions and matching, contextualising an 

item in real-world application, so as to make it have complexity, be educationally worthwhile 

and thus meaningful, and making it fair to all students taking it. 

5.1 Identifying the Performance 

To be able to successfully identify the performance, one has to decode (Mager, 1997) the 

objective or the item. The procedure for decoding the objective or item is as follows: 

1. Identify the performance stated in the objective or item. Just note the word or phrase 

that specifies what students should be doing when demonstrating their achievement of 

the objective or performing the task in the item. For example, in “students will be able 

to identify some of the socio-cultural practices in Ghana”, the underlined word, 

identify, is the performance. 

2. Note whether the performance is the main intent or an indicator. If the performance 

describes the main thing to be done, then it is the main intent. However if the 

performance is an act that will tell us whether a student can really do what the 

objective is about, then it is an indicator. For example, “be able to kick a football” is a 

main intent, whereas in “be able to underline all natural resources in a list of 

resources”, the underline is an indicator. The main intent is differentiating among the 

various types of resources. 

3. The precise/explicit performance therefore is the ability to differentiate among the 

various types of resources, by selecting only natural resources from a list that includes 

all the types. 

5.2 Matching the Conditions 

The specific environment in which a particular learning is designed to take place (Satterly, 

1989) or the performance of an assessment is supposed to take place is what is referred to as 

condition (Mager, 1997). For instance, if students learn how to bake cake, by going through 

the actual process of baking in a bakery of any place with all the necessary equipment made 

available, then that will be the condition for the learning. The assessment item must equally 

ask them to bake a cake in a similar setting and not rather to describe, by writing, how to 

bake a cake. Such an item will be inappropriate, and thus invalid. There are however 

instances where the learning objective does not indicate any particular condition for its 

attainment by students. In that respect, there wouldn’t be the need to match any conditions. 

5.3 Contextualising the Item in Real-world Application 

Mager (1997) argues that assessment items should require students to performance tasks that 

are as close to the real things as possible. That is, if they were made to learn a skill, then the 

assessment should ask them to perform that skill in its actual/real setting, to demonstrate their 
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attainment of the skill. Mager (1997) further argued that it is only when it becomes 

impossible or too risky for students to perform the task in the real setting that one can resort 

to approximation in finding out as to whether they have attained the objective. Thus, 

contextualising assessments in real-world application (Dietel, Herman & Knuth, 1991), either 

fully or approximately, will be the best way of assessing students. The contextualisation is 

more likely to make the assessment meaningful to the students and therefore educationally 

worthwhile, as they will come to know the real-life situations where they can apply what they 

have learnt and thus appreciate what the learning. 

5.4 Making the Item Fair 

Ensure that the assessment and the interpretations of the result, thereof, takes into 

consideration the cultural and socio-economic background of students. Also, make sure that 

there is no evidence of offensive words or stereotypes in the item, to some students. The item 

should not also contain evidence and/or sources of irrelevant difficulty for students (Linn, 

Baker & Dunbar, 1991). 

6. Conclusion 

This paper does not intend or attempt to completely settle the debates about the pre-eminence 

or otherwise of validity and reliability or the great validity debates itself. The propositions 

herein are that since validity is held to be a very important criterion in establishing the quality 

of an assessment item/instrument, similar efforts must be put into ensuring it, just like 

reliability, instead of the use of reliability as a pseudo justification for validity. Secondly, no 

matter how one would want to define validity, the quality of the items and their ability to 

assess the exact construct/outcome they intend to assess cannot ne grossed over. We cannot 

be deemed to be making valid interpretations or uses of the results of an assessment, when 

the items in that assessment are useless, as they might have no relation and thus relevance to 

what students were taught in the first place. 

The foregoing was, therefore, what motivated the development of the models (Fig. 1 & Fig. 2) 

to aid in ensuring that assessment items, used in assessing what students know and can do, 

are appropriate, useful and thus valid. There is also no attempt to present these models as the 

ultimate validity models, but rather as a contribution to the discourse out there, and the efforts 

being made to ensure that there is a more concise, objective and robust way of validating an 

assessment item/instrument, instead of the subjective processes proffered in the literature. 

The debates may therefore go on, to bring the best out of validity. 
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