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Abstract 

A way to compare two or more measurements for the same random variable can be achieved 

by using a negligible error reference measurement, which is called the gold 

standard, obtained by consolidated measurement methods. This paper presents a new 

methodology for comparing measurements in the presence of a gold standard with random 

variables from the multivariate three-parameter (shape, scale, and location) gamma 

distribution. The errors between gold standard measures and approximate measures have a 

gamma difference distribution with the same three parameters of the gamma distribution. The 

concordance measurements were obtained by mean of a coefficient, which measures the 

degree of agreement as a ratio between the variances of the gold standard and the errors. The 

developed methodology is illustrated with climatic data which is divided into four ranges. 

The measurements analyzed are rainfall forecasts of the following four national centers: 

Canadian Meteorological Center (CMC), European Center for Medium-Range Weather 

Forecasts (ECMWF), National Centers for Environmental Prediction (NCEP), and Center for 

Weather Forecasting and Climate Studies (CPTEC). The forecast range was 240 hours for the 

West mesoregion of Paraná – Brazil, and in the October 1–March 31 period of the 2010/2011 

–2015/2016 harvest years. The period was selected because it is related to soybean crop 

development in the region and because several crop estimation models use rainfall forecast 

data in this period. The methodology applied spatially indicated the center to be selected in 

each geographical location according to each rainfall range interval. The gamma model fit 

well with the data and is an alternative to the normal one for modelling rainfall, in particular 

to estimate concordances between rainfall forecasts and the gold standard, which are used to 

improve the selection of rainfall forecast centers.  

Keywords: coefficient of agreement, spatial data, parameter estimates, rainfall forecast, 

multivariate gamma distribution 

1. Introduction 

The three-parameter (shape, scale, and location) gamma probability distribution according to 

Johnson et al. (1994) has several applications in stochastic modeling and hydrology. The 

three-parameter  (shape),  (scale), and  (location) gamma probability density function 

is defined by Mathal and Moschopoulos (1992) as: 

 
(1) 

in which , , ,  and  is the gamma function. The function (1) 

is central in defining the various forms to the multivariate gamma distribution whose 

marginal are gamma distributions. The literature presents several particular application cases 

for the multivariate gamma distribution that include bivariate cases whose discussion can be 

found in McKay (1934), Cherian (1941), Jensen (1970), Royen (1991), Mathal and 
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Moschopoulos (1992), and references cited therein. 

For evaluation of the degree of agreement (concordance) for measurements of a random 

variable with gamma distribution which were obtained by  approximation methods, one 

can use the standard model (Lord & Novick, 1968; Donner, 1986; Fleiss, 1999; Galea, 2013) 

of the reproducibility for measures (agreement) with respect to a reference measure, called 

gold standard, 

, (2) 

in which,  is the random observation measurement error for the unity  of the 

method j = 1, ..., p,  is the measurement performed via the j-th method on the i-th unity, 

 is the gold-standard-based measurement on the i-th unity, with a mean of  and 

variance of ; considering  independent of , with a mean of  

and variance of . 

The model (2) can be written in matrix notation (Laurent, 1998) as 

, (3) 

in which ,  is a vector of ones and  . Let 

, a vector , with , of the measurements performed via gold 

standard and the approximation methods on the i-th unity. 

2. Gamma Model Specification 

Suppose that the random variables in the vector  are independent and identically 

distributed (iid) with gamma distribution, i.e.,  and 

, . Let  , 

with . The joint distribution of  is a -variate gamma 
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distribution Mathal and Moschopoulos (1992) defined by the density function given by 

 

 

 

        

in which , , , , , , , 

, for   and zero elsewhere. 

The multivariate gamma distribution given in (4) has several important properties (Mathal & 

Moschopoulos, 1992) some of them are: 

i) The marginal distribution of  are three-parameter gamma with density function given in 

(1), i.e., , which  and  

for . 

ii) The mean and variance of  are, respectively, given by 

 
(5) 

 
(6) 

iii) The correlation matrix of R has a positive correlation between  and  and is 

given by 

 

(7) 

in which . 

iv) The covariance of  and  , for  is 
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(8) 

v) The covariance matrix of the vector  denoted by , is given by 

 

(9) 

in which  and , . 

Suppose  ,  , then 

 

(10) 

in which  is the Jacobean of the transformation of order  given by 

 

then, 

 

note that the , thus one has 
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(11) 

2.1 Parameter Estimation 

Let  be the probability density function of , which is given from (11) as 

 

 

 

 

Thus, the estimation of (2q + 1) parameters of the -varied gamma distribution given in (12) 

can be performed by maximum product spacings method (Cheng & Amin, 1983). 

Considering the ordered observations of the components of the vector , i.e., 

, for , in which , . Let 

,  , where , ..., 

, then 

 

(13) 

in which  and , with .  

The maximum space product method requires maximization of the geometric mean of 

the spaces given by 

 

 

or, equivalently, its logarithm , in which  
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for . The maximum product of spacings estimator for  is the one which 

maximizes the logarithm of the geometric mean of sample spacings, i.e., 

 in which 

 

 

The estimates of (2q + 1) parameters were obtained by maximizing the function given in 

(16), which is performed using the software R (R Core Team, 2019) via function optim from 

package stats, and with the method BFGS (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; 

Shanno, 1970). 

2.2 Gamma Difference Model 

Suppose that reference measurement  and approximate measurements  are 

independent, with gamma distributions, i.e.,  and 

, in which . The errors   are obtained via model (2) 

and given by . The density function of  (Mathal, 1993)  is given by 
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in which ,  and  are defined by  

  and 

. The mean and variance of  are, 

respectively, given by 

                                    
(17) 

 

 

 

 

(18) 

3. Coefficient of Agreement 

The ad hoc coefficient (Lin, 1989; Laurent, 1998) used to evaluate the measure of agreement 

(concordance) between p approximate methods and the gold standard, which is widely used 

in the sciences (Galea, 2013) for evaluating the reproducibility of the measurements is given 

by  

 

(19) 

The estimator of (20) is  

 

(20) 

in which  and , for , according to the equations (6) 

and (18), respectively. 
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3.1 Confidence Interval 

The confidence interval for  can be obtained via the bootstrapping pairs method according 

to Chernick and LaBudde (2011), using the following steps: 

1. Resample with the replacement pairs of observations,  times, yielding vector 

,  in which ; 

2. Generate the variables  ,   using convolutions; 

3. Estimate the  parameters of the -varied gamma distribution for ; 

4. Compute estimates for the concordances ; 

5. Build up the vector ; 

6. Estimate the confidence intervals with % for , i.e., IC[ , ], in 

which , ,  and  is the empirical percentile 

calculated with the bootstrap replicates from step (6). 

4. Climate Data Application 

For the agreement analysis with the multivariate gamma model, the dataset from TIGGE base, 

which is used in several studies (Aminyavari et al., 2018; Jha et al., 2018), were spatially 

stratified by selection of geographic coordinates (55ºW, 53ºW, 27ºS, 23ºS), corresponding to 

the rectangle containing the state of Paraná – Brazil (Figure 1). The pixels (P) have a 

dimension of 0.5º x 0.5º, with 84 pixels in total. Values from each pixel were obtained by 

database interpolation.  

This study considered 75 meteorological stations from National Water Agency – Brazil (ANA) 

and 13 virtual stations indicated by the centroids of pixels in the mesoregion West of Paraná – 

Brazil (Figure 1). The correspondence between pixels (virtual stations) and ANA stations 

were obtained considering to each pixel a group of ANA stations with distance less than or 

equal to 0.36º (about 40 km) from the centroid of pixels.  
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Figure 1. Location map of the West mesoregion of Paraná, containing the ANA physical 

meteorological stations, virtual stations corresponding to CMC, ECMWF, NCEP and CPTEC 

A temporal stratification was performed, selecting October 1–March 31 of the 2010/2011 

–2015/2016 harvest years as the temporal range. The range was selected because the state of 

Paraná is one of the largest soybean producers in Brazil, and the Agricultural Defense Agency 

of Paraná – Brazil (ADAPAR, 2018) establishes the proper period for sowing soybean crops 

of each agricultural year. Thus, the period was selected because it is related to soybean crop 

development in the region and because several crop estimation models use rainfall forecast 

data in this period. Agrometeorological variables directly influence crop yield estimation 

models (Battisti et al., 2018). In soybean culture, water availability is important, especially, 

during two development stages: germination-emergence and flowering-grain filling. 

(Rodrigues et al., 2017). 

The rainfall forecast models of the TIGGE base used in this research were Canadian CMC, 

European ECMWF, North American NCEP and Brazilian CPTEC. The reference datasets, 

gold standard, were obtained of daily precipitation from ANA meteorological stations. 

Missing data were disregarded in the correspondences. 

Descriptive statistics are presented in Table 1, for the data grouped in ten-day periods, 

corresponding to the 13 pixels in West mesoregion of Paraná – Brazil, and in the October 

1–March 31 period of the 2010/201 –2015/2016 harvest years. The period includes soybean 

sowing in Paraná (Meotti et al., 2012; Bornhofen et al., 2015).  

Several studies reveal the relation between spatial variability of the rainfall and the crop yield 

(Bezabih & Di Falco, 2012; Moraes et al., 2014; Jajoria et al., 2015). The crop yield 

estimation models are sensitive to variable precipitation (Cera et al., 2017). Missing ten-day 

periods were not found in ANA stations. The number of missing ten-day periods of centers 

are: 2 in CMC, 1 in ECMWF, 10 in NCEP, and 79 in CPTEC.  
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Table 1. Descriptive statistics of the 977 ten-day periods in the 13 pixels in West mesoregion 

of Paraná – Brazil, for the measurements of ANA stations (A), ten-day rainfall forecasts of 

centers CMC (B), ECMWF (C), NCEP (D) and CPTEC (E) 

P N O Min Q1 Q2 Med Q3 Max P N O Min Q1 Q2 Med Q3 Max 

1 4 

A 0.00 17.62 44.43 49.84 71.62 170.65 

8 9 

A 0.00 17.10 40.67 52.39 75.37 210.44 

B 0.00 28.59 52.75 58.59 80.89 213.31 B 0.00 29.28 53.78 61.32 84.38 261.62 

C 0.00 34.92 62.27 67.30 93.00 266.00 C 0.29 36.24 62.89 69.49 97.04 251.93 

D 0.00 34.67 59.96 67.12 91.86 240.50 D 0.00 29.21 55.94 62.86 89.04 257.42 

E 0.00 20.03 35.68 39.18 52.17 187.56 E 0.37 23.03 38.60 44.00 58.04 169.63 

2 9 

A 0.74 23.51 50.02 56.91 79.86 189.48 

9 11 

A 0.00 20.46 43.23 51.18 73.14 208.91 

B 0.00 28.56 57.12 63.25 88.00 229.75 B 0.00 28.50 51.75 60.03 83.44 229.62 

C 0.01 37.38 62.38 66.57 91.50 256.41 C 0.17 30.09 54.36 60.53 85.06 231.01 

D 0.00 31.72 55.68 64.70 88.64 291.92 D 0.00 29.62 55.02 64.37 90.66 270.89 

E 0.27 21.90 37.50 42.97 57.74 168.25 E 0.26 20.84 36.32 41.37 55.63 179.49 

3 8 

A 0.00 16.05 42.34 50.90 75.09 235.72 

10 4 

A 0.00 16.55 38.48 50.63 72.05 212.15 

B 0.00 29.26 57.00 62.00 83.88 252.88 B 0.12 3100 56.03 59.50 82.09 241.50 

C 0.00 34.47 58.35 64.14 88.27 247.09 C 0.02 32.38 56.62 63.04 86.72 232.10 

D 0.00 32.45 56.26 64.17 87.94 264.53 D 0.24 33.59 57.03 64.93 87.84 231.06 

E 0.11 19.69 34.29 39.49 52.93 178.03 E 0.32 31.46 52.57 57.02 75.84 236.85 

4 7 

A 0.00 19.04 41.77 49.54 74.46 230.11 

11 6 

A 0.00 13.55 37.50 52.45 80.43 237.17 

B 0.00 28.25 52.75 60.74 83.19 276.00 B 0.12 32.50 57.88 61.65 84.56 265.25 

C 0.02 36.51 62.04 69.37 95.81 275.99 C 0.07 30.96 54.22 61.49 85.47 217.85 

D 0.00 31.34 55.6 63.63 87.33 272.42 D 0.28 34.14 58.88 66.41 88.11 222.40 

E 0.04 19.24 33.16 38.47 52.07 187.50 E 0.58 33.07 53.33 57.90 76.89 221.84 

5 5 

A 0.00 19.58 40.38 46.52 67.18 181.12 

12 10 

A 0.00 18.32 43.17 54.22 80.97 244.36 

B 0.00 29.68 54.88 58.74 81.67 240.94 B 0.12 31.64 56.62 59.15 81.22 230.38 

C 0.00 41.01 66.24 74.73 104.72 272.02 C 0.14 30.98 54.17 61.55 84.78 251.97 

D 0.00 31.60 56.15 65.77 89.54 255.41 D 0.28 34.41 58.27 66.68 89.37 253.69 

E 0.50 28.75 47.95 53.13 70.35 197.00 E 0.99 34.26 55.31 59.88 79.70 212.90 

6 10 

A 0.00 16.14 40.24 49.44 73.26 203.34 

13 10 

A 0.00 16.90 44.81 52.73 81.11 225.55 

B 0.00 28.75 50.75 56.23 78.75 206.00 B 0.12 32.09 56.38 59.55 81.09 223.75 

C 0.03 32.32 55.35 62.72 87.63 239.00 C 0.16 31.62 56.36 63.97 88.67 223.41 

D 0.00 30.68 55.28 66.04 92.69 298.62 D 0.40 39.93 65.24 74.81 98.55 315.34 

E 1.31 30.97 50.91 55.59 74.03 187.01 E 1.30 34.08 55.25 58.32 76.16 191.19 

7 6 

A 0.00 17.03 43.98 52.75 79.92 223.98         

B 0.00 30.38 53.44 59.57 84.66 277.75         

C 0.11 32.38 52.17 58.67 79.57 204.00         

D 0.00 30.26 58.34 64.99 90.48 280.92         

E 0.62 22.83 38.51 43.72 58.30 160.17         

Note: P: Pixel number, N: number of ANA stations, O: Origin center, Min: Minimum value, 

Q1: First quartile, Q2: Second quartile, Med: Mean, Q3: Third quartile, Max: maximum 

value. 

The value of 100 mm was used as an indicator of extreme events (Zandonadi et al., 2016). 

The following percentages of ten-day periods above 100 mm, according to the gold standard 

for each pixel, were computed (Figure 1). For pixel 1, 10,5%; pixel 2: 16%; pixel 3: 12,5%; 

pixel 4: 11%; pixel 5: 6,2%; pixel 6: 12,4%; pixel 7: 14,4%; pixel 8: 16,3%; pixel 9: 13,7%; 

pixel 10: 14,6%; pixel 11: 16%; pixel 12: 17,6%; and in pixel 13: 14,3%. 

The highest incidence of extreme precipitation events was identified in pixel 12, and the pixel 

1 was the least affected by these events. The coefficients of variation (CV) of the gold 

standard with the lowest value of 36.80% were obtained in pixel 7, and the highest value of 
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45.90% in the pixel 4. The CV indicated heterogeneity of values of rainfall in the stations. 

For the forecast centers, the CV with the lowest value of 55.60% was obtained for CPTEC in 

the pixel 13 and the highest value of 73.30% for NCEP in the pixel 6. The values of the CV 

indicated heterogeneity of the data from the ANA stations and the TIGGE base. 

The water stress is the main cause for losses in the soybean culture (Confalone et al., 2010; 

Nunes et al., 2016; Souza et al., 2016). For non-irrigated areas, the water deficit caused, 

mainly, during drought periods can increase losses in the agricultural crops (Nunes et al., 

2016; Pugh et al., 2019). The spatial variability of the soybean culture and the several 

agricultural crops occur according to the water availability (Iglesias et al., 2012; Vivan et al., 

2013; Zanon et al., 2016). Thus, crop yield estimation models to increase the reliability 

should consider a climatic center, which rainfall forecasts are closer to the gold standard 

measures in a study region. The main source of water for an agricultural system comes from 

rainfall, which can be modeled using a gamma distribution (Sadiq, 2014; Cristaldo, 2017; 

Hasan et al., 2019). 

The three-parameter multivariate gamma distribution given in (4) can be used for modelling a 

group of variables with gamma distribution. In order to compute the degree of agreement of 

j-th approximate measure with the gold standard,  coefficient given by equation (21), it is 

required to obtain the variance of the difference of random variables with gamma distribution 

according to the model (Mathal, 1993) given in (17). 

Descriptive statistics are presented in Table 2, for the agreements , in which  

(centers) in the 13 pixels for each range of rainfall with data grouped in ten-day periods. The 

ranges were defined as follows: range 1 (0,00 |– 61,09 mm), range 2 (61,09 |– 122,18 mm), 

range 3 (122,18 |– 183,27 mm), and range 4 (183,27 |– 244,36 mm). 
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Table 2. Descriptive statistics of the agreements   for the ranges 1-4 in the  pixels 

in each center 

Ranges Center Min Q1 Q2 Med Q3 Max SD CV(%) 

Range 1 

  

mm 

CMC 

(B) 0.233 0.246 0.250 0.250 0.256 0.265 0.009 3.571 

ECMWF 

(C) 0.224 0.244 0.248 0.247 0.253 0.264 0.011 4.294 

NCEP 

(D) 0.225 0.234 0.239 0.242 0.252 0.257 0.011 4.509 

CPTEC 

(E) 0.240 0.252 0.270 0.269 0.285 0.298 0.019 7.184 

Range 2 

 

 mm 

CMC 

(B) 0.346 0.354 0.360 0.361 0.364 0.377 0.009 2.484 

ECMWF 

(C) 0.333 0.353 0.356 0.356 0.360 0.382 0.012 3.308 

NCEP 

(D) 0.339 0.348 0.355 0.355 0.360 0.384 0.012 3.266 

CPTEC 

(E) 0.335 0.359 0.383 0.372 0.385 0.398 0.020 5.354 

Range 3 

 

 mm 

CMC 

(B) 0.390 0.399 0.400 0.404 0.407 0.426 0.009 2.272 

ECMWF 

(C) 0.378 0.393 0.403 0.402 0.412 0.430 0.015 3.781 

NCEP 

(D) 0.385 0.389 0.392 0.395 0.396 0.422 0.010 2.438 

CPTEC 

(E) 0.392 0.407 0.423 0.416 0.426 0.432 0.013 3.102 

Range 4 

 

 mm 

CMC 

(B) 0.410 0.426 0.430 0.431 0.432 0.455 0.011 2.609 

ECMWF 

(C) 0.406 0.412 0.427 0.424 0.430 0.438 0.011 2.603 

NCEP 

(D) 0.407 0.422 0.430 0.428 0.434 0.445 0.012 2.696 

CPTEC 

(E) 0.417 0.426 0.437 0.436 0.444 0.463 0.013 2.981 

Note: Min: Minimum value, Q1: First quartile, Q2: Second quartile, Med: Mean, Q3: Third 
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quartile, Max: maximum value, SD: standard deviation, CV: coefficient of variation. 

The spatial variability of the concordances, in the study area, is indicated for the ranges 1, 2, 

3, and 4 in Figure 2. The difference of concordances and the distinct spatial variation for each 

range in the pixels were evident.  

The comparison method with a gold standard, which aims to evaluate the ratio between the 

variances of the gold standard and the errors Lin (1989), Feng et al. (2015), and Chabert et al. 

(2019), was used for the ranges in each pixel. 
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Figure 2. Concordances for the ranges 1-4 between gold standard (ANA) measures and the 

forecasts of the centers CMC (A), ECMWF (B), NCEP (C) and CPTEC (D) in each pixel of 

the West mesoregion of Paraná-Brazil. The circles indicate the centers with the highest 

agreement 

The results presented in Figure 2 suggest that a calibration procedure must be applied before 

a precipitation forecast is used. According to Li et al. (2008), calibration procedures are 

required to remove bias and increase accuracy of spatial data. The selection of a forecast 

model should consider the highest value of concordance with gold standard (Harris et al., 

2001; Barnhart et al., 2007). 

The percentage of selected centers, which were indicated by circles in Figure 2, for each 

range were as follows: range 1: 7,7% of CMC, 23,1% of ECMWF, and 69,2% of the CPTEC; 

range 2: 15,4% of CMC, 23,1% of ECMWF, 7,7% of NCEP, and 53,8% of the CPTEC; range 

3: 15,4% of CMC, 23,1% of ECMWF, and 61,5% of the CPTEC; and in range 4, 30,8% of 

CMC, 7,7% of ECMWF, 15,4% of NCEP, and 46,1% of the CPTEC. 

For the concordances in each range, which were indicated by circles in Figure 2 95% 

confidence limits for  were estimated, using the bootstrapping pairs method according to 

Chernick and LaBudde (2011). The values of the 95% lower confidence limits (LCL) and 

95% upper confidence limits (UCL) are presented in Table 3. Therefore, the selection of 

rainfall forecasts from the four CMC, ECMWF, NCEP, and CPTEC centers for use in yield 

estimation models should follow the Table 3 for crops such as soybean grown in the study 

period. 

The qq-plots are presented in Figure 3 for the three-parameter gamma distribution, using the 

gold standard data grouped in ten-day periods and the corresponding 240 h range of the 

centers CMC, ECMWF, NCEP, and CPTEC. The three-parameter gamma distribution 

presented better data fit when compared to the normal distribution. 
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Table 3. Estimated concordances with lower and upper 95% confidence limits for the selected 

centers, which were indicated by circles in Figure 2, considering each range in the 13 pixels 

of the West mesoregion of Paraná-Brazil 

Range 1 

P SEL 
 

CL P SEL 
 

CL 

LCL UCL LCL UCL 

1 CPTEC 0.298 0.238 0.391 8 CPTEC 0.270 0.219 0.361 

2 CPTEC 0.289 0.233 0.371 9 CPTEC 0.293 0.235 0.388 

3 CPTEC 0.282 0.225 0.375 10 CPTEC 0.251 0.209 0.317 

4 CMC 0.259 0.212 0.336 11 ECMWF 0.255 0.202 0.336 

5 CPTEC 0.272 0.220 0.353 12 ECMWF 0.253 0.208 0.313 

6 CPTEC 0.267 0.221 0.332 13 ECMWF 0.252 0.202 0.315 

7 CPTEC 0.285 0.235 0.359      

Range 2 

P SEL 
 

CL P SEL 
 

CL 

LCL UCL LCL UCL 

1 CPTEC 0.385 0.382 0.471 8 CPTEC 0.383 0.378 0.455 

2 CPTEC 0.387 0.381 0.444 9 CPTEC 0.385 0.365 0.448 

3 CPTEC 0.393 0.375 0.451 10 CMC 0.346 0.339 0.436 

4 CPTEC 0.398 0.377 0.459 11 ECMWF 0.358 0.341 0.440 

5 CPTEC 0.359 0.348 0.452 12 ECMWF 0.356 0.352 0.432 

6 CMC 0.372 0.359 0.452 13 ECMWF 0.382 0.374 0.408 

7 NCEP 0.384 0.379 0.440      

Range 3 

P SEL 
 

CL P SEL 
 

CL 

LCL UCL LCL UCL 

1 CPTEC 0.424 0.365 0.451 8 ECMWF 0.413 0.409 0.417 

2 CPTEC 0.432 0.399 0.410 9 ECMWF 0.430 0.350 0.464 

3 CPTEC 0.428 0.385 0.450 10 CPTEC 0.392 0.387 0.392 

4 CPTEC 0.426 0.368 0.454 11 CPTEC 0.400 0.391 0.400 

5 CPTEC 0.407 0.373 0.428 12 ECMWF 0.403 0.390 0.404 

6 CMC 0.426 0.415 0.430 13 CMC 0.416 0.379 0.435 

7 CPTEC 0.423 0.378 0.444      

Range 4 

P SEL 
 

CL P SEL 
 

CL 

LCL UCL LCL UCL 

1 CPTEC 0.463 0.405 0.491 8 CPTEC 0.448 0.390 0.471 

2 NCEP 0.445 0.371 0.446 9 CPTEC 0.444 0.399 0.464 

3 NCEP 0.445 0.357 0.460 10 CPTEC 0.437 0.400 0.458 

4 ECMWF 0.420 0.381 0.468 11 CPTEC 0.437 0.405 0.451 

5 CMC 0.455 0.445 0.466 12 CMC 0.430 0.399 0.443 

6 CMC 0.443 0.415 0.454 13 CMC 0.418 0.404 0.428 

7 CPTEC 0.448 0.393 0.465      

Note: P: Pixel number, SEL: Selected center, : Estimated concordance index, CL: 95% confidence 

limits for populational , LCL: 95% lower confidence limit, UCL: 95% upper confidence limit. 
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Figure 3. QQ-plots for the three-parameter gamma distribution, considering the gold standard 

and the selected centers for each range in the 13 pixels of the West mesoregion of Paraná. 

5. Conclusions 

The estimated population variances for the gold standard measures and the errors of 

measurements, which were obtained with their respective distribution, allowed detecting 

spatial variability of the concordances in the study area. The detected variability was 

independent of forecast centers CMC, ECMWF, NCEP, and CPTEC. The geographical 

location and the range of precipitation should be considered when choosing a forecast center. 

The estimated concordances using multivariate gamma distribution suggest that a calibration 

procedure, which aims to increase accuracy of spatial data, must be applied to the forecast 

data, before a precipitation forecast is used in a crop yield estimated model. 

The crop yield estimates for soybean should use predictions from selected centers at locations 

within that pixel. For rainfall forecasts to be used in a yield estimation model of other crop 

cultures, a concordance analysis is required and should be applied according to crop 

development cycle to select the center. 

The correspondence between the reference measurements, which are obtained from 

meteorological stations, and the climate model data from centers CMC, ECMWF, NCEP, and 

CPTEC requires that the geographical location and the precipitation range are respectively 

matched. A spatial correspondence of reference measures with climate model data can be 

obtained using the precipitation average value of the meteorological stations with distance 

from the centroid of pixel and which covers the pixel area. For the correspondence of 

precipitation range, the ten-day grouped period can be applied. 

The confidence intervals for the concordances of selected centers CMC, ECMWF, NCEP or 

CPTEC indicated small variability for each precipitation range. The ranges 3 and 4 of 

precipitation with values between 122.18 and 244.36 mm, in general, presented the highest 

agreements with gold standard measures. The highest concordances in ranges 3 and 4 suggest 

that the forecast models used by centers CMC, ECMWF, NCEP, and CPTEC are more 

suitable for detection of extreme precipitation events, above 100 mm.   

The multivariate gamma and the gamma difference distributions were used as an alternative 

to the normal distribution. The fitted gamma distribution for precipitation data from gold 
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standard and centers of forecast, and the fitted gamma difference distribution for the errors 

were more suitable as compared to normal distribution. 
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