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Abstract 

Outlier is the observation that is not consistent with the rest of observations. It exists not only 
in stock prices but also in the economic variables. In multifactor asset pricing model, the 
ordinary least square method (OLS) is commonly used to estimate coefficients. The existence 
of outliers can lead to inadequate results under the OLS framework. Huber’s robust method 
(HRM) can be used to avoid the bad impacts of outliers and the abnormal problems.  
Appling both methods to Shanghai stock market, the outlier observations are analyzed to 
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examine its influence on the results and parameters estimation. The result of this study found 
that HRM outperforms OLS. 
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1. Introduction 

As it is known, OLS method is to minimize the square of residuals, in which the weight to 
each factor is the same. If there exist outliers, the regression results will be influenced directly. 
One approach is to use Least-Trimmed Squares methodology, Knez and Ready (1997) find 
the Fama and French (1992) size-based risk premium disappears. Hill (2013) develop a 
robust least squares estimator with heavy tailed errors, and find tail trimming ensure the 
robustness to heavy tails in both small and large samples. Robust regression model is an 
alternative to OLS when outliers exist. 

Most often the empirical data of a security or portfolio return is not normally distributed but 
flat tailed. P. Theodossiou (1998) and Bali and Weinbaum (2007) reject the normality 
assumption for returns as well as some macro-economic factors. McDonald, Michelfelder, 
and Theodossiou (2009) claim that OLS is not the best estimation method of betas and may 
lead to erroneous estimates. This is even severe in terms of the outlier and non-normality 
distributed variables. Alma (2011) indicates the strong adverse effect of outlier observations 
are not easily noticed and result in bad impacts. By comparing OLS and robust regression 
method, he concludes that the robust regression method can help detect outliers and provide 
resistant results in the presence of outliers.  

A multitude of studies on how the macroeconomic factors affect the security market are done. 
(see Yi and Sun (2014), Joslin, Le, and Singleton (2013), Ng and Weight (2013), Gay Jr 
(2011)) Many of them (see Tian (2006), , Alma (2011)) compare the OLS and robust 
regression.  Considering evidence by Bruner, Eades, Harris, and Higgins (1998) and 
Graham and Harvey (2001) that most of the companies rely on CAPM to forecast their cost 
of capital, ignoring the outliers may cause a large-scale misallocation of resources and plus of 
social cost. 

In order to find out the impacts of outliers, the research is done by Martin and Simin (2003), 
Gray et al. (2005), and Genton and Ronchetti (2008). In an extreme case, even a single outlier 
may significantly influence the CAPM regression estimations. As a result, misestimated beta 
will lead to a misestimated cost of capital and an erroneous capital budgeting decisions. 

A. Theodossiou, Theodossiou, and Yaari (2009) demonstrate that the outlier returns are not 
priced in large market portfolios. Thus, the estimated coefficients (alpha and beta) of outlier 
components should not be included in the systematic risk. Through the comparison of OLS 
and HRM, Theodossiou and Theodossiou (2014) find the outlier effect exist in empirical 
study.  

In this study, the objective is to ascertain the different results basing on OLS and HRM 
because of the existence of outlier impacts. 

2. Methodology 

2.1 Sample data 

In this study, monthly equity prices and microeconomic data are collected from Sina Finance. 
National macroeconomic factors are collected from National Bureau of Statistics of China 
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(NBSC). The global stock indexes, gold price and crude oil price are collected from World 
Bank. There are 300 firms 34 factors during period year 2000 to 2011 included in this study. 
(refer Appendix 1) 

In multiple factor models 

 (1) 

The dependent variables are the firms’ excess stock returns ( Rt t ftr r= − ), where ftr is the risk 

free rate, using 3-month interest rate collected from China Bank, 

log( / )1tr p pt t= −  (2) 

where pt  is the stock price at time t . The independent variables are factors defined as,  

 (3) 

where  is the collected present value of factor  at time . 

2.2 Robust regression 

Different with OLS (Equation 4), HRM is similar to a form of weighted and reweighted least 
squares regression.  

Minimize:  2

1
( )

n

i i
i

R F β
=

′−   (4) 

As shown in the Equation (5), the robust regression weighs the observations differently based 
on the observations’ behavior. The widely used method of robust regression is M-estimation 
(HRM), proposed by P. J. Huber (1964). Consider the model in Equation (1), the general 
HRM is to minimize the objective function presented in Equation (5). 

Minimize: 
1

( )
n

i i
i

R Fρ β
=

′−  (5) 

Where ( )ρ ⋅  satisfy:  
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1) ( ) 0ρ ⋅ ≥ ; 2) (0) 0ρ = ; 3) ( ) ( )e eρ ρ− = ; 4) For any i je e> , ( ) ( )i je eρ ρ>  

Let ϕ ρ′=  be the derivative of . Thus 

1
( ) 0

n

i i i
i

R F Fϕ β
=

′ ′− =  (6) 

Let ( ) ( ) /w e e eϕ= and ( )i iw w e= . The estimation Equation (6) is to minimize 2 2
i iw e , 

which is the weighted least squares problem. The weights, however, depend on the residuals, 
which depend on the estimated coefficients, with the estimated coefficients depend upon the 
weights. An iterative solution (called iteratively reweighted least-squares, IRLS) is sufficient 
in solving this problem stated below: 

1) Select initial estimates (0)b , such as the least-squares estimates. 

2) At each iteration t , calculate residuals ( 1)t
ie − and associated weights ( 1) ( 1)( )t t

i iw w e− −= from 

the previous iteration. 

3) Solve for new weighted-least-squares estimates 

1( ) ( 1) ( 1)t t tb FX W F F W y
−− −′ ′ =    (7) 

Here, F is the model matrix, with iF as its ith  row, and ( 1) ( 1){ }t t
iW diag w− −=  is the current 

weight matrix. Steps 2 and 3 are repeated until the estimated coefficients converge. The 
asymptotic covariance matrix of b is 

[ ]
2

1
2

( )( )
( )

Ev b X X
E

ϕ
ϕ

−′=
′

 (8) 

Using [ ]2( )ieϕ to estimate 2( )E ϕ and 
2

( ) /ie nϕ′   to estimate [ ]2( )E ϕ′  produces the 

estimated asymptotic covariance matrix, ˆ( )v b (which is not reliable in small samples). 
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Table 1. Methods Weight Comparison 

 Objective Function 

OLS 2( )LS e eρ =  

Huber 

2

2

1              for 
2( )

1    for
2

H

e e k
e

k e k e k
ρ

 ≤= 
 − >


 

 Weight Function 

OLS ( ) 1LSw e =  

Huber 

1     for
( )

   forH

e k
w e k e k

e

 ≤
=  >


 

The objective functions and corresponding weight functions for OLS and HRM are presented 
in Table 1. Both the least-squares and the Huber objective functions increase without bound 
as residual e departs from 0 . The least squares objective function increases more rapidly. 
Least-squares, as known, gives equal weight to each observation; the weights for Huber 

method decrease for e k> . The value k for the HRM is called a tuning constant; smaller 

values of k produce more resistance to outliers (reduce the impact from outliers), but at the 
expense of lower efficiency. The tuning constant is generally picked to give reasonably high 
efficiency in the normal case; particularly, 1.345k σ=  for the HRM (σ  is the standard 
deviation of the errors) produce 95 percent efficiency and still offer protection against outliers. 
Common approach in estimating the standard deviation of residuals takes ˆ / 0.6745MARσ = . 
(MAR is the median absolute residual.) The constant value 0.6745 makes the estimate 
unbiased for normal distribution. (refer P. Huber (1981)) 

2.3 Comparison between OLS and HRM 

HRM is mathematically related to the OLS method. In that case, comparison between the 
OLS and robust regression enables to check the impact of outliers on beta estimation. 
Following Roll (1988), Theodossiou and Theodossiou (2014) build a mixed return process 
(MRP) model in describing stock returns with regular and outlier observations.  This process 
fit for the distributions with outliers. Even the regular components can be assumed as 
normally distributed, given an appropriate parameterization of the outlier component, the 
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return as a whole can distributed anomalous. Thus, the MRP is consistent with the real stock 
returns. 

The MRP can be expressed as: 

  (9) 

where  is the stock returns for firm  during period . Regular component ( ) and 

outlier component ( ) constitute the stock returns ( ), which is made up by linear 

function of market return ( ).  is a Bernoulli random variable shown in: 

 
(10)

The regular and outlier components can be written as: 

 (11)

and 

 (12)

where  is a row vector of the number one, related to the intercept, and the 

market return.  is a column vector of the alpha (intercept) and beta (slope) 

of the regular return equation.  is a column vector of alpha and beta of the 

outlier return equation.  and  are white noise error terms to the regular and outlier 

equations respectively. 

 is a vector of trimmed returns of stock  and  is the OLS 

projection operator. Thus,   
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 (13)

Where  are the OLS estimators for the alpha and beta, and  are the OLS estimators 

for the intercept and slope of the outlier component of stock returns for stock . 

It follows from equation (13), that  

 (14)

That implies that the OLS estimators of the stock return intercept (alpha) and slope (beta) are 
constituted by their relative HRM and outlier regression estimators. Theodossiou and 
Theodossiou (2008) prove that outlier returns are not priced in large market portfolios. This 
indicates that the alpha and beta of the outlier component of stock returns do not contribute to 
the systematic risk. From this perspective, OLS estimated intercept and slope are biased 
measures of stock’s alpha and beta. Therefore, the OLS biases for alpha and beta are 

 (15)

Which are captured by the corresponding intercept and slope of the outlier regression model. 
The details of the derivation of the model are provided by Theodossiou and Theodossiou 
(2014). 

3. Empirical Results 

3.1 Outliers Description 

Since the different result of the OLS and HRM, further study and comparison are done in this 
section. Different from the APT model, model in this part is the individual stock company 
return that is applied as the dependent variable and market return is the independent variable. 
This enables to know whether the outlier effect is company specific or not.  
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Figure 1. Outlier Description 

The outliers are verified existing in the stock return variables and in the factor variables as 
well. The number of company in each number of outlier is plotted in Figure 1. Different 
colors indicate the number of outliers. 

 As can be seen, there are one company with the most of outlier (16) and 4 companies 
without outlier. The most frequency of outlier are 5 with 45 companies. Further, the 
remarkable increasing from outlier of counting 0 to 5 and decreasing trend from outlier of 
counting 5 to 16. The weight average of outlier is 0.58. These indicate that each monthly 
company return variable contains around 5 to 6 extreme values from 2001 to 2011. Figure 2 
gives the boxplot of outliers for all 34 factors. The outliers are also widely existing in 
economic factor variables. The average number of missing values are 7. There are only two 
factors (import and national revenue) without outlier. 
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Figure 2. Outliers of Factors 
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3.2 Comparison and Outlier Effects 

Table 2 offers the estimated slope values from OLS and HRM estimation method as well as 
the standard errors for both methods.  

The second column is the number of outlier of each company. Outliers do exist in almost all 
companies (except four companies). The existence of outliers indicates the influence of 
policy and unexpected company-specific events. There is an increasing trend of the 
differences of both standard errors with the increasing of the number of outlier (Figure 3). 
This tells that HRM is able to mitigate with the increasing of outlier numbers. The 
dramatically decreasing after the outlier number of 14 indicate this mitigation is limited to a 
restricted range and, in addition, might be affected by the outliers in regressors as well. 

Table 2. Descriptive to Comparison 

Code Outlier SE OLS SE HRM
   

Mean 5.82 0.0488 0.0292 -0.0045 -0.0044 0.0054 

SD 3.01 0.0121 0.0068 0.0143 0.0111 0.006 

Min 0 0.0275 0.0157 -0.0448 -0.0352 0.0001 

10% 2 0.0381 0.0219 -0.02 -0.0186 0.0007 

25% 4 0.0428 0.0251 -0.0137 -0.0122 0.0017 

50% 5.5 0.0478 0.0287 -0.0063 -0.004 0.0037 

75% 8 0.0537 0.0323 0.0043 0.0027 0.0071 

90% 10 0.0585 0.0365 0.0134 0.009 0.0111 

Max 16 0.1709 0.07 0.0909 0.028 0.0629 

The third and fourth column present the standard error for both models. OLS method takes 
greater mean standard error than that of HRM. Additionally, all values from the minimum to 
the maximum, OLS standard error are greater than HRM. This shows that HRM estimation 
method outperforms OLS method. 
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Figure 3. Difference of Standard Error 

The last three column shows the estimated alpha from both estimation methods and absolute 
values of their differences. The minimum, median and maximum of the absolute values are 
0.0001, 0.0054 and 0.0629. Approximately, 25% of companies take the difference value 
greater than 0.0071 and 10% take the difference value greater than 0.0111.  

4. Conclusion 

In order to find out whether the outlier effect exists, the comparison between OLS and HRM 
is based on the regression with individual company as dependent variable and the 
microeconomic and macroeconomic factors as independent variables. Results asserts that the 
OLS estimation method provides higher standard error than HRM. Hence, HRM helps to 
estimate coefficients with less error. There is a significant difference between the estimated 
OLS and HRM alphas. As a whole, HRM performs better in estimating coefficients when 
outliers exist. 
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Glossary 

HRM: Huber robust regression method 

OLS: Ordinary least square 

CAPM: Capital asset pricing model 

Appendix 

Appendix 1. Factor Description 

Symbol Factors Symbol Factors 

National Macroeconomic Factors 

R Index returns F13 Industrial growth 

F1 Money and Quasi money (M2) 
Supply F14 Producer purchase index (PPI) 

F2 Money (M1) supply F15 Total retail sales of consumer goods 

F3 Supply of Currency (M0) in 
circulation F16 Special drawing right to RMB 

F4 Consumer price index (CPI) F17 Government deposit in central bank 
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F5 Total import and export value  F18 Creditor's rights to financial firms 

F6 Export value F19 Ex-factory price of industrial product

F7 Import value F20 Savings deposit 

F8 Completed Investment in Fixed 
Assets F21 Original insurance income 

F9 Investment in Real Estate 
Development  F22 Original insurance expenses 

F10 Actually used foreign direct 
investment F23 Total freight 

F11 Shanghai mutual fund Index F26 National revenue 

F12   Foreign exchange reserve F27 National fiscal expenditure 
(excluding debt) 

Microeconomic Factors 

F31 Book-to-market value F33 Liability 

F32 Size F34 Cash flow 

Global Macroeconomic Factors 

F24 Global crude oil price F29 Stock index Nasdaq 

F25 World gold price F30 Stock index D&J 

F28 Stock index S&P     
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