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Abstract 

Optical Burst Switching networks are considered as an important candidate for the future 

transport networks. Many analysis models of OBS node with FDLs have been proposed 

recently.  In this paper, we propose a novel retrial queueing model at OBS core node 

architecture SPL - feed-forward. Blocking probability will be calculated based on Markov 

multi-dimensional models. Numerical solution values from the proposed analysis method are 

compared with simulation, as well as between these models.  

Keywords: OBS, Blocking probability, Complete Wavelength Conversion (CWC), 

Share-Per- Link (SPL), Fiber Delay Lines (FDL), feed-forward, Retrial Queueing.  
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1. Introduction

Optical Burst Switching (OBS) in the WDM (Wavelength Division Multiplexing) 

network has been seen as a promising technology for the next generation of the Internet, 

because it has many attractive advantages such as fast speed and high bandwidth utilization 

compared to other optical circuit switching models. At the ingress edge node of the OBS 

network, packets that arrive from the higher layer (such as IP flows) with the same 

destination (and the same QoS service layer) are aggregated in optical burst, scheduled and 

sent into the OBS network following a control packet BCP (Burst Control Packet) for a 

period “offset time”. The offset time allows for the control packet to be processed and the 

switch to be set up before the burst arrives at the intermediate node; thus, no electronic or 

optical buffering is necessary at the intermediate nodes while the control packet is being 

processed. By that way, OBS network has eliminated the requirement to use optical buffers, 

one of the limitations that optical technology is currently unable to get over. At the core nodes 

the OBS network, a burst is forwarded towards the target node as configured. When the burst 

data arrives at the egress node after offset time, the burst will be processed in the optical 

domain entirely, and IP streams will be restored (burst disassembly) from this optical burst 

and send the packets to the upper network layers [1][2][3]. 

In the network of switched optical based on the packet (OPS and OBS), a contention will 

occur when two arriving bursts in an OBS core node simultaneously require the same 

wavelength on the same output port. If the wavelength of an incoming burst is occupied at the 

output port when the burst arrives, the burst can be switched to another wavelength (using 

wavelength conversion). In case all wavelength channels at an output port are occupied, burst 

arrival can use fiber delay lines (FDLs) to resolve contention. An FDL causes a fixed amount 

of delay to the signal transmitted over it, and thus an appropriate combination of FDL might 

be used as a buffer with limited capabilities. However, different from electronic buffers, in 

the optical network the bursts cannot wait for an indefinite amount of time in an FDL buffer 

(exceeds allowable of the delay for the optical network). Thus, the bursts in the FDL’s may 

get lost after a certain period of waiting for service [4][5]. Retrial queuing systems with FDL 

been studied in the literature [4] and [5]. In [5], authors combine the MMPP-based overflow 

traffic models of the classical circuit switching literature and fixed-point iterations to devise 

an algorithmic procedure to accurately estimate blocking probabilities as a function of 

various buffer parameters in the system when burst arrivals are Poisson and burst lengths are 

exponentially distributed. Model analysis in [4] the use of the MM ∑ ����
�
��� /GE/c/L � −

����� to model nodes, with � servers, Generalized Exponential (GE) service times and 

with � independent customer arrival streams, each of which is a Compound Poisson Process 

(CPP), i.e. a Poisson point process with batch arrivals of geometrically distributed batch size.  

In this paper, we propose a retrial queuing model �/�/�/� + �  retrial queue 

comprises a �-server queuing system for � FDL buffer optical take to consider the factors 

retrial of the bursts in asynchronous optical switching nodes. This is also different from the 

analysis model in the [4] and [5]. Accordingly, the characteristics of the FDL analyzed above 
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can be considered as features have or not have the patience of customers in the retrial queue. 

We study new generic queuing model for FDL buffers based on model analyzed in [6] with 

consideration of the retrial factor, it means that the burst cannot be fed to the FDL when 

encountered congestion with a probability value θ or ��. A burst is called to be a retrial burst 

once it traverses one of the � FDL. A retrial burst will use one of the free wavelength 

channels if available at the epoch of exit from the FDL. Details of the analysis model will be 

presented in the next section of the article.  

The rest of this paper is organized as follows: Section part II, a model of performance 

analysis of OBS core nodes with different traffics will be considered. The results and analysis, 

combined with simulation will be mentioned in Section III. 

2. A Model of Performance Analysis

2.1 The Assumptions 

The same as in [6], Markov model will also be used to evaluate the performance of OBS 

core nodes. The model is based on the following assumptions: 

- The traffic distribution to the output ports is the same, so we just need to look at 

an output port. 

- An OBS core nodes SPL architecture has � input ports and � output ports 

(Figure 1), each corresponds to an optical fiber carrying � wavelengths Λ =

{λ�, λ�, ⋯ , λ���} (Assuming the wavelength conversion capacity is complete, 

there will be � the CWC converter on each output port). 

Figure 1. An SPL-OBS core node with FDL 

- FDL buffers can also be classified based on their length; FDL architecture with 
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fixed length F-FDL use � FLDs the same length and thus all FDLs generate 

same the delay � [4][7]. 

- Each incoming burst will be sent to output port, with or without wavelength 

conversion, depending on the availability of the expected wavelength at the 

arrival time of the burst.  

- In the model, we analysis a burst to the output port at the time all � 

wavelengths are used is thought to be congested. A congested burst will always 

be able to use a buffer FDL (if available) to retry entry into the output port. 

- A burst is said to be a retrial burst once it traverses one of the � FDLs. A retrial 

burst will re-use one of the free wavelength channels if available at the epoch of 

exit from the FDL. In this model, we study the queuing model for FDL optical 

buffers take to consider the factors retrial of the bursts (Figure 2). This is also 

different from analysis model in [6]. 

2.2 Analytical Model with the Retrial Queuing System 

Figure 2. The analysis model retrial queue with FDL feed-forward 

Without loss of generality, if we consider at output (Figure. 1), for example, output 

� (1 ≤ � ≤ �), can be analyzed as follows: when the traffic arrives to the output port k, if 

there is a conflict, there are two possible cases: (i) The burst will be dropped due to the lack 

of wavelength resources (as well as sets CWC), called the lost burst, or (ii) burst will be 

delayed in the FDL with a certain period of time and continue to share wavelength resources 

at the epoch of exit from the FDLs (the burst will be dropped when all FDLs are busy or with 

probability (1 − �) or (1 − ��)), called burst delay. In this paper, as mentioned above, the 

difference between our proposed models versus the model in [6] is that: delayed traffic arrive 
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to FDL (orbit queue) with probability � (� ≤ 1) and retrial traffic (bursts come out from the 

FDL) when continuing the congestion at the output port can also re-circulate through one of 

the FDLs (2nd) with probability ��(�� < 1). 

2.2.1 The State Transition Diagram 

This model corresponds to an analysis case with all bursts arrive according to a Poisson 

flow and service times are exponential. So, the model has the form �/�/�/� + � retrial 

queue comprises a �-server queuing system is described in Figure 2 [7][8][9]. Whereby, the 

inter-arrival times of loss and delay bursts are exponentially distributed with rates is �� and 

��, respectively; therefore, the traffic load is � = �� + ��, which �� = �� �⁄  is the traffic 

load average on the loss bursts and �� = �� �⁄  �� �⁄  is the traffic load average on the delay 

bursts. 

The state transition diagram is illustrated in Figure 3. Each state of this model 

corresponds to the pair {�(�), �(�) ∶  � ≥  0} , where �(�)  is the number of used 

wavelengths at time t and �(�) is the number of delay burst congested in the FDL (retrial 

queue). The state space of the CTMC process (symbol S) is described below: � = {�, �} with 

each pair (�, �) identified: � = 0, 1, 2, … , �; � = 0, 1 ,2, … , �. We denote the steady state 

probabilities by  ��,� = lim
�→�

�(�(�) = �, �(�) = �) that the system achieves in state (�, �). 

- According to the analysis model in Figure 2 the delay bursts when is congested will 

be put into the queue FDL with probability � (� ≤ 1), called the retrial burst, and 

will re-use a wavelength channel if (wavelength) is available at the time the retrial 

burst exits from the FDL. Otherwise, it will attempt to re-circulate through one of the 

FDLs (again) with probability ��(�� ≤ 1)  or will be discarded, i.e., lost, with 

probability 1 − �� ((1 − ��) is the probability that the burst will leave the system 

forever).  

- The interval-time between the retrial bursts also follows the exponential distribution 

and the retrial rate is �. 
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Figure 3. The diagram of all state transitions 

Follow the retrial queuing model �/�/�/� [10], we have matrices with the transition 

states in Figure 3 as follows:  

(a) ��(�, �): denotes the transition rate from state (�, �) to state (�, �) (with 0 ≤ �, � ≤

�; 0 ≤ � ≤ �) which is caused by either the departure of a burst after service or the 

arrival of a burst. Service time is exponentially distributed with parameter �. Matrix 
�� has size (� + 1) × (� + 1) with elements ��(�, �). So, � is the independence 

level of �� so we can be written as �� = �. Elements not equal to 0 of ��  is 

��(�, � − 1) = ��, � = 1, � + 1 and ��(�, � + 1) = �, � = 0, �. 

�� = � =

⎝

⎜
⎛

0 � 0 ⋯ 0 0 0
� 0 � ⋯ 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 ⋯ (� − 1)� 0 �
0 0 0 ⋯ 0 �� 0⎠

⎟
⎞

, (0 ≤ � ≤ �) (1) 
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(b) ��(�, �): represents one step upward transition from state (�, �) to state (�, � + 1) 

(with 0 ≤ �, � ≤ �; 0 ≤ � ≤ �), which is due to a burst joining the orbit (burst come 
but all wavelength channels are busy (when � = �). In a similar way, matrix �� has 

size (� + 1) × (� + 1) with elements ��(�, �). Only the non-zero element of �� is 

��(�, �) = ���. 

�� = � =

⎝

⎜
⎛

0 0 ⋯ 0 0
0 0 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮
0 0 ⋯ 0 0
0 0 ⋯ 0 ���⎠

⎟
⎞

, (0 ≤ � ≤ �) (2) 

(c) ��(�, �): is the transition rate from the state (�, �) to state (�, � − 1) (0 ≤ �, � ≤

�; 1 ≤ � ≤ �), which is due to a burst which leaves the FDL (orbit). Matrix �� has 

size (� + 1) × (� + 1) with elements ��(�, �). Elements not equal to 0 of �� is 

��(�, � + �) = �� (with � ≥ 0) and ��(�, �) = ��(� − ��). 

�� =

⎝

⎜
⎛

0 �� 0 ⋯ 0 0
0 0 �� ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 ⋯ 0 ��

0 0 0 ⋯ 0 ��(1 − ��)⎠

⎟
⎞

, (1 ≤ � ≤ �) (3) 

As a consequence, the generator matrix � of the CTMC S is written as: 

� =

⎝

⎜
⎜
⎜
⎛

��
(�)

��
(�)

��
(�)

��
(�)

��
(�)

��
(�)

��
(�)

⋱

⋱ ⋱ ��
(���)

��
(�)

��
(�)

⎠

⎟
⎟
⎟
⎞

(4) 

where 
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⎩
⎪⎪
⎨

⎪⎪
⎧ ��

(�)
= � (0 ≤ � ≤ � − 1),

��
(�)

= �� (1 ≤ � ≤ �),

��
(�)

= � − �� − �,

��
(�)

= � − �� − � − �� (1 ≤ � ≤ � − 1)

��
(�)

= � − �� − ��, (� = �).

(5) 

Call �� = ���,�, ��,�, … , ����,�, ��,�� (0 ≤ � ≤ �) and � = (��, ��, … , ����, ��). 

2.2.2 Balance Equation 

From the state transition diagram and follow (5), the balance equations can be expressed 

as follows: 

�

����
(�)

+ ����
(�)

= (0,0, … ,0),

����
(�)

+ ������
(���)

+ ������
(���)

= (0,0, … ,0), �� = 0, � − 2�

������
(���)

+ ����
(�)

= (0,0, … ,0).

(6) 

In addition, the normalization equation is 

� ���

�

���

= 1 (7) 

with � is a column vector of size 1 × (� + 1). 

2.2.3 Calculate the Congestion Probability 

This corresponds to the state diagram in Figure 3, the blocking probability of each loss 

bursts and delay bursts can be calculated as follows [6]: 

- The blocking probability of loss bursts: the loss bursts is congested when all 

wavelengths are busy at the time they come the system (it corresponds to the states 

from (�, 0) to (�, �) in Figure 3). 

������ = � ��,�

�

���

 (8) 

- The blocking probability of delay bursts: The delay bursts is congested when all 
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wavelength � are busy and all locations in the FDL are occupied at the time they 

come the system. 

������� =
�(1 − ��)

���
∙ � � ∙ ��,�

�

���

(9) 

To determine the values ������ in equation (8) and ������� in equation (9), we must 

calculate the steady-state probability ��,� by solving equation (6) (by the matrix-geometric 

method, which involves the computation of the rate matrix � [10][11]). 

2.2.4 Example 

i. Illustration with � = 3; � = 2

State transition diagram with simple case � =  3;  � =  2 is shown in Figure 4. 

Figure 4. State transition diagram of the analytical model with � = 3; � = 2 

The generator matrix � is constructed from the matrix ��(�, �), ��(�, �) and ��(�, �) 

as in Table 1: 

1,0

0,0

1,1

0,1

2,0 2,1

1,2

0,2

2,2

2 2

2

2

3,0 ,1 3,2

2

d d
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� = �

0 � 0 0
� 0 � 0
0 2� 0 �
0 0 3� 0

� , �� = �

� 0 0 0
0 � + � 0 0
0 0 2� + � 0
0 0 0 3�

�, 

� = �� = �

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ���

�, ��
(�)

= �

0 2� 0 0
0 0 2� 0
0 0 0 2�
0 0 0 2�(1 − ��)

� 

�� = �

0 �� 0 0
0 0 �� 0
0 0 0 ��

0 0 0 ��(1 − ��)

�, 

��� = �

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ��(1 − ��)

�, ��
(�)

= �

−� � 0 0
� −� − � � 0
0 2� −2� − � �
0 0 3� −3� − ���

� 

Table 1. Generator matrix � with � = 3; � = 2 

(�, �) 0,0 1,0 2,0 3,0 0,1 1,1 2,1 3,1 0,2 1,2 2,2 3,2 

0,0 −� � 

1,0 � −� − � � 

2,0 �� −�� − � � 

3,0 �� 

−��

− ��� 

��� 

0,1 � −� − � � 

1,1 � � 

−� − �

− � 

� 

2,1 � �� 

−�� − �

− � 

� 

3,1 �(� − ��) �� 

−�� − ���

− �(� − ��) 

��� 

0,2 �� −� − �� � 



Network Protocols and Algorithms 
ISSN 1943-3581 

2018, Vol. 10, No. 3 

11 www.macrothink.org/npa 

1,2 �� � 

−� − �

− �� 

� 

2,2 �� �� 

−�� − �

− �� 

� 

3.2 ��(� − ��) �� 

−��

−  ��(�

− ��) 

and 

��
(�)

= �

−� − � � 0 0
� −� − � − � � 0
0 2� −2� − � − � �

0 0 3� −3� − ��� − �(1 − ��)

�, 

��
(�)

= �

−� − 2� � 0 0
� −� − � − 2� � 0
0 2� −2� − � − 2� �

0 0 3� −3� − 2�(1 − ��)

�, 

��
(�)

= ��
(�)

= �

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ���

�  , ��
(�)

= �

0 � 0 0
0 0 � 0
0 0 0 �
0 0 0 �(1 − ��)

�, 

��
(�)

= �

0 2� 0 0
0 0 2� 0
0 0 0 2�
0 0 0 2�(1 − ��)

� 

� 

=

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

−� � 0

� −� − � � 0

2� −2� − � � 0

3� −3� − ��� ���

0 � −� − � � 0

0 � � −� − � − � � 0

0 � 2� −2� − � − � � 0

�(1 − ��) 3� −3� − ��� − �(1 − ��) ���

0 2� −� − 2� �

0 2� � −� − � − 2� �

0 2� 2� −2� − � − 2� �

2�(1 − ��) 3� −3� − 2�(1 − ��)⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

Balance equations can be expressed as follows 
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�

����
(�)

+ ����
(�)

= (0,0,0,0),

����
(�)

+ ����
(�)

+ ����
(�)

= (0,0,0,0)

����
(�)

+ ����
(�)

= (0,0,0,0).

 

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧

�� × �

−� � 0 0
� −� − � � 0
0 2� −2� − � �
0 0 3� −3� − ���

� + �� × �

0 � 0 0
0 0 � 0
0 0 0 �
0 0 0 �(1 − ��)

� = (0,0,0,0),

�� × �

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ���

� + �� × �

−� − � � 0 0
� −� − � − � � 0
0 2� −2� − � − � �
0 0 3� −3� − ��� − �(1 − ��)

� + �� × �

0 2� 0 0
0 0 2� 0
0 0 0 2�
0 0 0 2�(1 − ��)

� = (0,0,0,0),

��× �

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ���

� + �� × �

−� − 2� � 0 0
� −� − � − 2� � 0
0 2� −2� − � − �2 �

0 0 3� −3� − 2�(1 − ��)

� = (0,0,0,0).

 

3. Numerical Results

Based on the blocking probability identified in the equation (8), (9), we proceed to 

graphically describe the change of the blocking probability depending on traffic load (�), the 

number of wavelengths (�), and the number of FDL. System model with parameters as 

follows: � = 16, � = 2, � = 0.020833, � = �� = 0.5. Analysis results are also compared 

with simulation in some special cases. Similarly, the simulation parameters are used in [1], 

call � = �/� is traffic load normalized per wavelength used at each output port (from 0.2 to 

0.9 (Erl)).  

Figure 5. The blocking probabilities ������ and ������� vs β 

Figure 5 shows the results of the blocking probability for the loss bursts and delay bursts 

(� = 16, � = 2). In the analysis model, it is clear that the delay bursts have a smaller 

blocking probability due to delays in the FDL. 
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Figure 6a. The blocking probabilities ������ vs β 

Figure 6b. The blocking probabilities ������� vs β 

Figure 6a and Figure 6b show the blocking probability corresponding to the loss bursts 

and delay bursts of the Markov model with � = 16, 32;  � = 2; �� = 0.3�; �� = 0.7�. 

Clearly, with a larger number of wavelengths, the blocking probability will be significantly 

improved, especially with low traffic loads. 
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Figure 7a. The blocking probabilities ������ with θ = 0.2 and θ = 0.9

Figure 7b. The blocking probabilities ������� with θ = 0.2 and θ = 0.9 

Figure 7a shows that the blocking probability ������ does not depend on the value �. 

This is perfectly consistent with the model we built above because of loss bursts in 

congestion condition of the system independent of the parameters � and ��. In contrast, 

with Figure 7b, when the value of β is in the range of 0.2 to 0.9, the probability retrial � =

0.9 is always better than the probability retrial � = 0.2.  

Figure 8a. The blocking probabilities ������� with θ� = 0.2 and θ� = 0.9 
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Figure 8b. The blocking probabilities ������ with θ� = 0.2 and θ� = 0.9 

The similar, Figure 8a when the value of β is in the range of 0.2 to 0.9, then the retrial 

probability �� = 0.9 is always better than the retrial probability �� = 0.2. In contrast, 

Figure 8b shows that the congestion probability ������ does not depend on the value ��.  

Figure 9 describes a comparison between the blocking probabilities of analytical model in 

this paper (� = 1.0, �� = 0.9) and the blocking probabilities of analytical model (i) in [1]. 

Clear that, our model in this paper has better results than in [1] due to using parameter ��.  

Figure 9. The blocking probabilities PB with � = 1.0, �� = 0.9 and PB_[1] 

We also implement a special case of simulation on NS-2 (use the OBS-ns Simulator) [12], 

in order to compare analytical results with simulation. Figure 10 shows that there is a good 

match between the analysis results and simulation. 
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Figure 10. Blocking probabilities in the analytical case (� = �� = 0.5) and simulation 

4. Conclusion

The paper proposes a model to evaluate the performance of the SPL - feed-forward OBS 

architecture node with the retrial queuing model. Unlike previous studies [6], the proposed 

model considers the retrial factor for the FDL, i.e, considering that delayed traffic to FDL 

(orbit queue) with probability � (� ≤ 1) and retrial traffic (bursts come out from the FDL) 

when continuing the congestion at the output port can also re-circulate through one of the 

FDLs (2nd) with probability ��(�� < 1) . Numerical results show that the proposed 

continuous-time Markov chain can be efficiently used to compute the blocking probabilities. 

The numerical results illustrate that the blocking probability strongly depends on the traffic 

load density, the number of used wavelengths and variant abilities of retrial probability.  

Our future research plan will propose a model of traffic prediction based admission 

control with QoS [13], which includes a statistical method of forecasting the arriving rate of 

bursts for flexible wavelength allocation and a mechanism of prioritizing more resources for 

high-priority bursts. 
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