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Abstract 

A structural model for packet store-and-forward routing protocols in Wireless Body Area 

Networks (WBAN) is presented in this paper. WBAN has been experimentally constructed in 

order to illustrate and capture on-body topology disconnections. The discontinuity of the 

topology outcomes of the presence of ultra-short transmission range radio links, unexpected 

Radio Frequency (RF) attenuation, and the mobility of the human posture. Energy harvesting 

model for ultra-short transmission range on-body sensor is proposed. Then, these sensors are 

used for demonstrating delay techniques for evaluating on-body single-copy Delay Tolerant 

Network (DTN) packet routing protocols. In this paper, source-to-destination packet routing 

delay for different protocols like, opportunistic, random-based, utility-based and other 

protocols that capture multi-scale neighborhoods in human postural mobility has been 

constructed and evaluated. Then, performance results of the proposed protocols are evaluated 

experimentally and compared with the results obtained via the model that is developed. 

Through multi-scale modeling of the on-body spatio temporal neighborhood of the link 

disconnection patterns, it is shown that the proposed protocols can provide enhanced routing 

performance compared with a number of existing opportunistic, utility and random based 

DTN packet routing protocols. 
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1. Introduction  

In many recent applications, many of small wireless sensors are strategically implanted 

or placed on the body of the patient, can generate a network called Wireless Body Area 

Network or WBAN [1]. This WBAN can be used strictly for monitor human subject vital 

signs, then providing online and on current time feedback which enabling service provided 

for many patient diagnostics processes through continuous monitoring of chronic situations, 

recovery development from a disease or operating procedure. On-body data transmission 

across sensors can be node to node or multi-node to node. The distributed detection of 

player’s posture [2] require node to node data exchange across different on-body nodes. Fig. 

1shows applications such as monitoring vital signs that need all body-implanted or mounted 

nodes [3] to send data as multi-node to node and finally to a destination node, in which can 

rely and process the data information in a wireless way to an out-of-body server.  

 

Figure 1, Wireless Body Area Network 

Data transaction to and from on-body sensors can be also online or non-online. Although 

patient monitoring type of applications would require online packet routing, monitoring a 

player’s physiological data can be collected offline for post-processing and analysis purposes. 

The routing protocols modeled in this paper provide to this non-online class of on-body 

applications. Therefore, on-body packet routing schemes are analyzed and modeled in this 

paper in a network with partitioning because of the postural body movement and short 

transmission range sensors. 
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The low power sensor for embedded applications with limited energy [4], sometimes the 

energy is supplied by harvested processes [5], suffer also for low-power Radio Frequency 

(RF) transceivers and short transmission range restriction, and. This scenario application 

includes on-body implanted body sensors. In literature, short transceivers range can be with 

transmission ranges like from 0.0 to 1.0m as in [4], from 0.2 to 1.0m as in [5], from 0.2m as 

in [6], and from 0.0 to 1.0 as in [7]. With required transmission powers changed between 

0.75mW to 6mW, which are within a range that can be handled with common harvesting 

techniques such as piezo-electric generation from body movements.  

   Low RF ranges also mean that body movements can give rise to frequent partitioning or 

disconnection in the topologies, which will cause  Delay Tolerant Network (DTN) [8] in 

WBAN. This network apportioning can frequently become worse and worse by the 

unexpected RF attenuation due to signal obstruction by clothing and body segments. In 

real-time applications, such as patient monitoring may not be supported in the presence of 

topological partitioning, non-online applications such as player’s physiology monitoring can 

still be supported using on-body DTN packet routing across disconnected partitions. 

Performance goals for such protocols will be to obtain low end-to-end delay, low packet loss, 

and low transmission energy consumption.  

   Our goal in this paper is to construct an energy-harvesting mode that can be used for 

developing packet transfer delay as analytical modeling algorithms for a set of DTN routing 

protocols which can be applied in human body topology. The majority of delay in DTN 

routing originates due to the packet storing in different partitions caused by topological 

disconnections. In this paper first, we propose an energy-harvesting model for on-body 

wearable sensor. Energy-harvesting sources vary widely in the energy available in BAN, but 

here we will focus on energy harvesting taking energy from the vibration of the piezo-electric 

sensor and accelerometer data measurement. Second, architecture of WBAN is developed to 

construct  routing problem with on-body topology and leading to DTN routing protocols 

on-body routing experiments that are modeled and evaluated. Third, we develop a mechanism 

for collecting a topology trace for wirelessly extracting network topology, where the 

extracted topology is a function of human dynamics posture. At the end, analytical 

mechanisms are developed for demonstrating the packet end-to-end delay for different DTN 

routing protocols, like, opportunistic [9], [10] utility based [9], [11], random [9], [12] and 

PRMPL [13]. 

 

2. Related Work  

   The current WBAN schemes [1], [14], [15] assume tree and star graph with the 

constructed topologies, which having a source to sink existing path between any two on-body 

nodes at any time. Nevertheless, the proposed schemes do not consider DTN routing pattern 

to handles graphs with. In literature, routing in DTNs can be  characterized [8], [16] like: 

1)single copy [10], [11], and 2) Multiple copy [17], [18]. With multiple copy schemes a 

number of  packet copies are circulated through many moveable nodes to increase the 

possibility of delivering the packet to the destination. On the other hand, the work proposed 
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in [19–21] is based on the contacts history in order to create a neighborhood Index and then 

determine the most appropriated route for DTNs. However these schemes provide low packet 

delay, the main restriction with these schemes is the size overheads and the energy caused by 

extreme packet broadcasts. With energy limitations WBANs, these expenses are not 

applicable. By single copy packet routing schemes, information about the dynamic topology 

is used in order to reduce the delay without multiple replication. With single copy schemes, a 

node forward a packet to another node when the encountered node has more probability to 

encounter the destination that the current node. 

   To have these proposed schemes working as whatever outside viral/epidemic routing [22], 

the nodes should have assured degree of temporal and spatial neighborhood in their mobility 

and connecting forms. The scheme PROPHET [17], which is an extension of epidemic 

routing, develops a probabilistic framework for capturing the spatio-temporal neighborhood 

present in the node mobility pattern within a dynamically partitioned wireless network. The 

authors in [23] define a high-dimensional Euclidean space, called MobySpace, constructed 

upon nodes’ mobility patterns. The specific MobySpace evaluated is based on the 

neighborhood of movements defined as the frequency of visits of nodes to each possible 

location. 

   Opportunistic [9], [10] and random-based [10] are also two DTN routing protocols that are 

studied for other applications, where no neighborhood information are used for evaluations. 

While a packet with opportunistic routing protocol is delivered directly from the source to 

destination, when the link is available, otherwise the source keeps buffering the packet. With 

random-based routing, a node forward a packet randomly  like the logic in [24]. These 

schemes do not perform well because the lake information of the neighborhood.   

The all above schemes are applied to networks spanning across local to wide areas, few 

extending all the way up to the inter-planetary scale [25]. The objective in our work is to 

apply the key disconnected routing concepts, as identified above, in an ultra-short 

transmission range body area environment. The key challenge is to develop mechanisms for 

capturing the locality of on-body node movements caused by human postural mobility, and to 

apply them for packet routing.. In this paper we will model the packet routing delay for very 

well-known DTN routing schemes. Then, we will compare between schemes that capture 

neighborhood in single-scale topology and with schemes that capture neighborhood in 

multi-scale topology with posture mobility. In our study we will include opportunistic [9], [10], 

[24], random-based [10], [24], utility-based [10], [11], [24] and PRMPL [13], which is precisely 

implemented for on-body DTN routing protocol. 

 

3. Experimental Characterization  

3.1 WBAN Prototype  

   A Wireless Body Area Network (WBAN) is constructed by mounting seven sensor nodes 

(attached on two upper-arms, two thighs, two ankles and one in the waist area) as shown in Fig. 

1. Each wearable node consists of a 900MHz Mica2Dot MOTE (running TinyOS operating 
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system), with Chipcon’s SmartRF CC1000 radio chip (chipcon.com), and the sensor card 

MTS510 from Crossbow Inc. (www.xbow.com). The Mica2Dot nodes run from a 570mAH 

button cell with a total sensor weight of approximately 10 grams. The default CSMA MAC 

protocol is used with a data rate of 19.2kbps. 

   Via software adjustments of the CC1000’s transmission power, the transmission range is set 

to be in between 0.3m-0.6m. By doing so, we are able to emulate the ultra-low transmission 

range for the embedded transceivers [4–7] as reported in the literature. Note that the variation 

of the range is caused due to the variability in antenna orientation, clothing, and other on-body 

RF attenuation characteristics. 

   All experiments in this paper correspond to multi-node to node routing in which data from 

all other nodes are sent to node-6 (see Fig. 1), which is designated as the on-body destination 

node. This node collects raw data, and sends processed results to an out-of-body server using a 

wireless link. This external link is created between the on-body destination and to an 

out-of-body Mica2Dot node connected to a PC through a custom-built serial interface, running 

RS232 protocol. 

 

Figure 2, Link state with postural variation  

 

3.2 Network Partitions and Topology Variations 

 A subject, fitted with seven sensors, was asked to follow a pre-determined posture 

sequence (SITTING, SIT-RECLINING, LYING-DOWN, STANDING, WALKING and 

RUNNING), each lasting for 20 sec. The status of three WBAN links (1-3, 4-6, and 5-3) 

during such an experiment is shown in Fig. 2. 

   As shown in Fig.2, during specific postures, like SIT and REC, some links, like 3-5 (the 

left arm and the left thigh) is connected most of the time. As noticed, these postures help to 

keep this link close. While with other postures, like STANDING, WALKING and 

LYING-DOWN, this link is frequently disconnected. Similar behaviors can be noticed with 

other links, like 1-3 (the chest and the left arm) and 4-6 (the right thigh and the right ankle). 

Therefore some links are connected merely within specific postures which making postural 

variations in on-body network topology. On the other hand, even with connected posture, it 

may few disconnections in the link due to signal obstruction by clothing or body segments 
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OFF

Link 1-3

SIT REC DWN STD WLK RUN
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and slightly body movement. Example of this behavior as shown in the figure, link 1-3 at 

time 0 to 20 sec and during the SIT posture. 

   In order to model different DTN routing protocols, we develop a mechanism that collect 

the topology of the network from WBAN prototype in Fig. 1 and as processed in Fig. 2. Each 

node and during the human subject experiment, sends the neighborhood information to a 

PC-server out of body. The neighborhood information includes the state of the neighbor link 

OFF/ON and the time stamp of the link state. Then, these topology trace information is used 

for modeling the all routing protocols that are proposed in this paper. 

3.3 Characterization of Energy Harvesting  

   BANs applications require long lifetime, data accuracy, and energy efficiency. In general, 

the battery in a sensor node is limited and it is not easy to replace it, especially the implanted 

sensors. Since wireless communications consume most of the energy in typical WBAN, an 

energy efficient data communication scheme is greatly desired. Hence the network needs to 

ensure data routing in addition to ease of deployment, energy efficiency and low cost. 

   Energy-harvesting sources vary widely in the energy available in BAN, but here we will 

focus on energy harvesting taking energy from the vibration of the piezo-electric sensor and 

accelerometer data measurement. Thus, although increasing battery life through harvesting 

would revolutionize BANs, more explore is needed to create highly efficient hybrid solutions 

that incorporate energy generation, storage and usage for data routing as part of energy-aware 

routing protocol. Energy-aware routing should also work in addition to the network 

petitioning caused by ultra-low transmission power sensor and postural body movement.  

  The maximum harvesting power [26] using piezoelectric cell is given by: 

CD

Mds
P






2

2222

4


          (1) 

where M is damper mass,  is force factor, D is damper factor,   sampling frequency, R is 

piezoelectric circuit resistor, C is piezoelectric circuit capacitance, ax, and ay are the 

accelerometer readings in x and y axes respectively, ds is piezoelectric displacement and it is 

given by: 

22 YXds                               (2) 

X and Y are the displacements in x and y axes respectively and they are computed as a 

function of the piezoelectric accelerometers readings, mx and my values in x and y axes, 

respectively [27]. 

   During the time interval t and according to Eqn. 1, the harvested energy can be computed 

as: 

tPE            (3) 

   In order to characterize the above model, the accelerometer data from node-1 is collected 

during the experiment that was conducted in Section 3.2. Then the accelerometer data (mx 
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and my) are used to calculate the piezoelectric sensor displacement, as shown in Eqn. 2 and 

according to [27], by which the harvested energy is computed. Fig. 3 shows these results. 

Same parameter settings reported in the literature [25], [26] are applied for computing the 

energy in Eqn. 3. As seen in the figure, the harvested energy is increased by increasing the 

sensor node displacement where that was during the WALK and RUN postures.  

 

 

Figure 3, Waist sensor energy harvesting characterization 

   The second observation that can be made from Fig. 3 is that, with static postures, like 

SITTING, SIT-RECLINING, LYING-DOWN and STANDING, in which most of the people 

used to be, the node will be energy consumer. Therefore, a node with this model will be 

ultra-low power most of the time. 

 

4. Modeling DTN Routing Protocols 

   The link state of i and j nodes at time slot thn  can be defined by )(, nL ji
, which takes value 

of 0 for disconnected and 1 for connected. Then, the Link Probability Disconnection (LPD) of 

the defined link can be characterized as )(ˆ
, kP ji

, which represents the probability that )(, nL ji
link 

stays disconnected for k successive time slots after an arbitrarily chosen time slot. Through T 

long time slots experiment trace topology with nk occurrences of k-slot of disconnections, the 
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LPD can be sated by:       

















0,)(

1,

)(ˆ

1
,

, kforTnL

kforTn

kP
T

n
ji

k

ji
         (4) 

The case 1k  corresponds cases where randomly selected time slot is a part of one of Toff 

periods or the last time slot during one of Ton periods. Likewise, the case 0k  corresponds to 

situations where the randomly selected time slot is a part of one of the Ton periods or the last 

time slot during one of the Toff periods. From Eqn. 4 we will have  


T

k ji kP
0 , 1)(ˆ , and the 

expected value of )(ˆ
, kP ji  

can be expressed as:  

  


T

k jiji kPkELD
0 ,,

ˆ ,           (5) 

which represents the average number of disconnection time slots after a randomly chosen 

time slot. ELDi,j in Eqn. 5 can be also defined as 2, ji

offT , where ji

offT , is the average 

disconnection time slots duration. 

4.1 Modeling Opportunistic Routing Protocol (OPPT) 

   With OPPT routing [9], [10], [24] a packet will be buffered in the source node until a direct 

link connection between the source and the destination. Even though, OPPT routing protocol 

is considered the simplest DTN routing scheme, the delay of this approach is very large 

compare with other approaches, especially with rarely link connections between the source 

and destination with low mobility network.  Therefore, a data packet is delivered from the 

source s to destination d when 1, dsL , and ELDs,d  value computed in Eqn. 5 represents the 

delivery delay of the packet. The all generated packet during Toff period can be delivered from 

the source to destination without additional delay if the rate of the generation packet is low 

enough during Toff period, where the all packet be able to be delivered at the beginning of Ton.  

   On the other hand, when the rate of generating the packet is high during the Toff period, an 

additional delay to ELDs,d of Eqn. 5 will be added due to the backlog clearance during the Ton 

period Throughout the Toff period, assume the number of generated packets is B with a rate of 

  and 
offTB   . At the beginning of Ton period the source node starts delivering these B 

packets to the destination. The B packets need B time slots to be delivered because each 

delivered in one time slot. With the same packet generating rate, and during B slot, there will 

be another .B  packets will be generated. Then, these .B  packets need .B  another time 

slots to be delivered to the destination.  

   By merging ELD delay with the backlog clearance delay, the average packets delay of the 

created packets in Toff interval is expressed by BiELD
B

i

sd 





1

1

. While the average packets delay 
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created in the Ton period is expressed by  





1

12

B

i

i
B . So, the overall opportunistic routing 

average packet delay is written as: 


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
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
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


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i
B

BiELDB

D

B

i

B

i

sd

OPPT

1

1

1

1 2 ,             (6) 

where 
ds

ds

off ELDTB ,

, 2   , and ELD is computed from Eqn. 5. 

4.2 Random-based Routing(RAND) 

   A node with a data packet in random-based routing protocol forward the data packet to a 

random neighbor if it does not have a direct link to the destination as also define in [10], [24]. 

Afterward, this packet is forwarded randomly till a node has a direct connection with the 

destination.  

   With RAND routing, a node with a packet,  it sends that packet randomly consistent to 

any of it’s neighbors. Hence, the probability of forwarding a packet from node i to node j and 

at time slot n can be expressed by: 

djijNjallfor

nL

nL
nP

N

j

ji

jif

ji 




,,,

)(

)(
)(

1

,

,

,

            (7) 

where N is the number of nodes in the network. Eqn. 7 is applicable as long as node i 

currently has at least one neighbor, or 













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

0)(
1

,

N

j

ji nL and    , where there is no connection 

with the destination  0)(.. , nLei di
. When node i does not have neighbors, it keeps buffering 

the packet with  1)(, nP f

ii
 and ijallfornP f

ji  ,0)(,
. While, when node i  has a 

connection with the destination d as one neighbor, node i directly forwards the packet with 

probability of 1 to destination d. 

   Let us define forwarding matrix A(n) at time slot n as a matrix which defines the 

probabilities of forwarding packets through the all likely neighbors of N nodes network as 

follows: 
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   The Forwarding Matrix is constructed using Eqn. 7 and the following notable comments 

can be made from A(n). (1) The all d
th

 row values are zeros because a packet is delivered at 

the destination d and no more forwarding is needed. (2) The d
th

 column values are either zero 

or 1, because node d either connected or not connected with a node as shown in Eqn. 7.  (3) 

The addition of the all values in every row (except the d
th

 row) is equal to 1.  

   To construct the delivery delay of RAND protocol, let us study the source node s generate 

a packet at time slot n, and that is delivered at time slot n+k to destination d, with packet 

delay of k slots. Let us define )(, kn

ds to be the probability of delivering the packet from s to d 

with a delay of k as follows: 

 

ds

k

i
ds

n
ds

inAknAnAnAk

,
0

,,
)()()......1().()(

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







 



         (9)  

)(, kn

ds is the [s,d] element from A(n) forwarding matrix that is define in Eqn. 8. Then, to 

compute the expected delay of RAND protocol or 
RANDD ,  the value of Eqn. 9 is multiplied 

by k slots for all possible k values for a packet generated at time slot n or as follows: 

   
 
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             (10) 

where T is the experiment length which can be considered the maximum value of k. 

4.3 Link Neighborhood for Utility-based Routing 

   With random-based forwarding, a node forwards a packet randomly without considering 

the neighborhood connectivity with other nodes. While with utility-based forwarding 

protocols (also reported in [9–11], [17], [24]) a node forwards a packet to a neighbor with 

newest meeting with the destination. Therefore, the utility-based routing protocol leverages 

the age of the link during the packet forwarding. With utility-based routing a utility value is 

computed at each node, where it is maximized when a node encounters the destination and 

this value reduced every time a node does not encounter the destination. A node forwards a 

packet to a neighbor with the highest utility value.   

   Let us define )(, nU ji
be the utility value at time slot n and at node i against node j. )(, nU ji

is maximized when node i encounters node j and it is reduced by a certain value every time 

slot node i and j are not connected and as a function of time[10], [11]. The )(, nU ji
 can be 

expressed as: 
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




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0)1(,1)(

1)1(,
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here Umax is the maximum value. The information of the utility values is exchanged between 
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the all neighbor nodes using Hello packets.  

   Using utility-based protocol, a packet at node i is forwarded at time slot n to node j if 

)()( ,, nUnU djdi  and )(),()( ,, nknUnU idkdj  , for all neighbors )(ni  for node i at time slot n.   

    

   As in RAND routing protocol, the delay of the packet in UTILITY is computed using the 

same probability forwarding )(, nP f

ji
in Eqn. 7, but with updated the formula of the formula as 

in UTILITY. In this case the forwarding probability is formulated as: 

NjinUnUifnP djdi

f

ji  ,),()(,1)( ,,,        (12) 

where N is the all nodes in the network. In this equation, if node j has higher utility to 

destination than node i at time slot n, then the forwarding probability )(, nP f

ji
 will be 1, 

otherwise, node i will keep buffering the data packet. Then, the forwarding matrix A(n) 

constructed using the forwarding probabilities that are computed using Eqn. 12. Once the 

delivery probabilities )(, kn

ds  is computed using matrix A(n), the UTILITY packet routing 

delay is calculated using Eqn. 10 as 
 
 











T

k

k

i

UTILITY

ds

inAkD
0 0

,

)(.
.    

4.4 Probabilistic Routing with Multi-scale Postural Locality (PRMPL)  

   In this proposed PRMPL, we employed the Postural Link Cost (PLC) that is proposed in 

[13] which utilized the neighborhoods of the links of on-body topology in multiple scales of 

time. Same as in UTILITY routing, with PRMPL the forwarding probability is replaced by 

the PLCs derived in [13]. The utility value of PLC is adjusted by itself according to the 

human activity to maximize the utility of the next hop to destination. PLC can be expressed 

by )(, nji , )1)(0( ,  nji , by which, 1)(, nL ji
 is defined by computing the probability )(, nji . 

)(, nji is updating according to the following expression [13]: 

0)()1()(

1)())1(1()()(

,,,

,,,,





nLlinkifnn

nLlinkifnnn

jijiji

jijijiji




    (13) 

where the constant )10(   determines the rate of increasing and decreasing the cost of 

PLC or )(, nji  
of the link 

jiL ,
to the maximum value, which is 1, or to the minimum value 

which is zero   

   With time invariant , the PLC update rules in Eqn. 13 captures the neighborhood in 

short-term link connectivity in a manner conceptually similar to the age based utility 
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formulation, as developed in [10], [11]. It is, however, not the same because in the designs in 

[10], [11], the routing utility of a link is  increased incrementally when the link is formed, and 

is reduced to zero as soon as the link is disconnected. This formulation of utility misses out 

the fact that even after disconnection, the formation probability of that link may be higher 

than a currently-connected link. In other words, those definitions of utility fairly differentiate 

across currently connected links, but not across the currently non-connected links. In the 

formulation of PLC in Eqn. 13, motivated by the logic used in PROPHET [17], we track the 

short-term neighborhood even when a link is not physically connected. This extended 

persistency in PLC is expected to improve performance over the existing age based utility 

definitions as used in [10], [11].    

   According to the design in Eqn. 13, with large value of  , )(, nji increases fast and 

decreases slowly when the link connected or disconnected, respectively, which means a good 

historical link. While, with small value of  , )(, nji  increases slowly and decreases fast 

when the link connected or disconnected, respectively, which means a bad historical link. 

From these observations, let us define HCQ to be the Historical Connectivity Quality at time 

slot n of link 
jiL ,
 in WBAN as:  

window

n

Tnr

jiji TrLn
window




 )()( ,,

      

(14) 

windowT is the window size in time slot where the quality of the connectivity quality is 

computed. The constant )1)(0(),( ,,  nn jiji  represents the link quality as a historic portion of 

time in last windowT  slots that the link was connected. We found experimentally windowT  to be 

in range of 7 to 14 sec. 

   Fig. 4 shows the performance of HCQ )(, nji and PLC )(, nji  as a function of time. 

The first part of the figure shows the link activity )(nLij
 and the performance of )(, nji as 

demonstrating in Eqn. 14 as a function of windowT , where windowT is set to 7 slots. The second 

part of the figure shows the corresponding performance of )(, nji with   values of  0.9 

and 0.1. and the averaged computed value of )(, nji in Eqn. As shown in the figure, with 

good connected link, as in the first half of the graph, )(, nji  decreases slowly, because of the 

large value of   which reacts fine to a temporary disconnection and recovering rapidly 
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when the link is reconnected again. On the other hand, with small   , )(, nji reacts unwell, 

as with 1.0 .  

 

Figure 4, Evolution of multi-scale neighborhood in terms of PLC and HCQ 

  Same interpretations can be conducted for the second part of Fig. 4. In this case and with 

small   value, )(, nji  
reacts well for a temporary connection, and vice versa as discussed 

above.       

  On the other hand, with dynamic , )(, nji  was able to handle the both cases of good link 

(with 9.0 ) and bad link (with 1.0 ). As seen, these conclusions show how the HCQ 

and PLC can be used for implementing utility-based routing protocol to handle the 

neighborhoods in short and long neighborhoods terms for dynamic on-body links.  

   To model PRMPL packet routing delay, same forwarding process of UTILITY routing 

delay can be used. But with the )(, nU ji
of the utility function is replaced by )(, nji  which is 

the link cost of the posture. Therefore, A(n) (the forwarding matrix), )(, nP f

ji
 (the forwarding 

probabilities), and )(, kn

ds ( the delivery probabilities) are computed using Eqns. 8, 9 and 13 

respectively. Then, the packet delay is computed as 
 
 











T
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PRMPL
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inAkD
0 0

,

)(.
as in Eqn. 9.  

 

5. Performance Results  

   To evaluate the all routing protocols that are proposed in this paper, same WBAN prototype 

that is shown in Fig. 1 is used where seven sensor-nodes were used.. Data packets are 

generated from the source (node-3, the left arm) to the destination (node-6,  the right ankle), 
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which corresponds the longest packet routing scenario in WBAN. The model analysis results 

correspond to the analytical analysis of the collected topology trace data for the same actual 

conducted experiments. The forwarding probability matrix in Eqn. 8, is then computed using 

the collected topology trace data for the purpose of computing different routing delays.  

5.1 Channel Access Control 

   A high level polling admission control is implemented to get rid of the collision due to 

CSMA MAC in Mic2Dot’s TinyOS networking, where one node is assigned to poll the all 

other nodes in the network in a round-robin manner.  Consequently, a node will not send the 

Hello and the data packets through the network until it is polled by the polling node. Each 

node is assigned 200 msec to access the network with frame duration of 1.4 sec, which 

consists of seven slots in the network, one slot for each node. In order to have a node with 

ultra-short transmission rage, we adjust by software the transmission power of a node to have 

transmission range of 0.3m-0.6m, while the polling node is assigned to transmit the polling 

packet by full power to make sure that all nodes receive this packet.  Fig. 5 shows the polling 

mechanism that we used, where node time slot is divided into three 60 msec sub-slot each 

and 20 msec protector time between adjacent slots. The first sub-slot is used to send the 

polling packet with full power from the polling node, and the second sub-slot is assigned with 

low power for Hello and data packet transmitted between the nodes in the network.  

 

 

Figure 5, MAC Collision-free access via polling 

   

 While the third sub-slot is assigned with full power to send the topology trace data 

(neighbors information with time stamp) from each node to the polling node and then to 

out-of-body server, as seen in Fig. 1, and then to use these data in the model analysis.  

5.2 Performance Metrics and Traffic Generation 

   Source to destination Packet Delay (PD) is the main performance metric that we are looking 

for and modeled in this paper, which is tried to be reduced by proposing the UTILITY and 
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PRMPL based protocols. Other performance metrics, like Packet Hop Count (PHC) and Packet 

Delivery Ratio (PDR) are also reported to study the impact of improving on delay on these 

important parameters. Node-3 is chosen to be the source and node-6 is to be the destination in 

order to have the longest hop-to-hop routing. The source node generates packets with each 

packet size of 46 bytes every 4 time slots, where each time slot corresponds to 1.4 sec. All 

nodes are synchronized by the polling node which is node-1 by sending the polling packet to all 

nodes with full power, as reported before in this section.  

 

Figure 6, On-body packet delivery delay for different DTN routing protocols 

 

5.3 Packet Delay (PD) 

Source to destination packet delays from node-3 to node-6 is computed in this section for all 

proposed protocols reported in Section 4. Fig. 6 shows the delay results, where, a distinct 

experiment was conducted for each protocol. Each experiment was run for 22 minutes or 

1320 sec. by sending 230 packets from the source to the destination. During each experiment, 

the human subject is asked to repeat 6 postures of SITTING, SIT-RECLINING, 

LYING-DOWN, STANDING, WALKING and RUNNING, where each posture lasts for 20 

sec. Fig. 6 demonstrates the average packets delay calculated from the on-body experiment 

and the analytical model. 

   As seen in Fig. 6, the model-generated analytical and the experimental results are strictly 

equal through the all protocols. Other observation that we can make, UTILITY and PRMPL 

routing protocols perform lower delay compared with other routing protocols, because of 

using information about the topological neighborhood. However, PRMPL performs 

significantly lower delay compared with UTILITY and other routing protocols delay, because 

of using multi-scale topological neighborhoods information in human postural mobility by 

using )(, nji parameter, as described in Sections 4.4.  RAND and OPPT both do not perform 

well delay, because they do not make of use any topological neighborhood information with 

packet forwarding. Random-based routing shows slightly lower delay compared with OPPT, 

because WBAN is small network, and there are not that many possible packet forwarding. 

Therefore, it shows faster delivery compared with OPPT routing protocol.  
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Figure 7, Average Packet Hop Count 

 

5.4 Packet Hop Count (PHC) 

PHC measurement helps to report how the protocol performs in term of on-body sensors 

transmission and reception energy spending. Fig. 7 shows the average hop count from the 

source to the destination. As shown in the figure, the RAND protocol needs a large number of 

PHC compared with other routing protocol, because of the randomized forwarding of the 

packet in this protocol. While, the OPPT protocol shows the lowest PHC value, which is 1, 

because OPPT needs to have a direct contact between the source and destination to deliver 

the packet.  

5.5 Packet Delivery Ratio(PDR) 

   With the WBAN prototype that we have, there is no link layer to retransmit the packet 

when it drops. Therefore, PDR is one important parameter need to be considered in packet 

forwarding in WBAN. The main reason for packet drops is due to the mobility during 

different human postures, where a neighbor may appear to be connected to a node at the time 

when a node has a packet needs to be transmitted, but actually it is no longer connected. This 

period is called blackout periods and it was chosen to be 2.8 sec. or two time frames. So, all 

proposed protocols in this paper suffer from these packets drops. 

  

 

Figure 8, Packet delivery ratio for different protocols 

   Fig. 8 shows PDR performance results of the four routing protocols. Due to the sensitivity 

0

1

2

3

4

P
ac

k
et

 H
o

p
 C

o
u

n
t 

(P
H

C
).

OPPT RAND UTILITY PRMPL

1

4.15

2.06
2.15



 Network Protocols and Algorithms 

ISSN 1943-3581 

2012, Vol. 4, No. 3 

www.macrothink.org/npa 31 

of the link between node-3 and node-6 (the source and the destination), the OPPT protocol 

shows very low PDR compared with other protocols. However, the large number of packet 

drops in RAND protocol is caused due to the large number of hop count or PHC in this 

protocol and as shown in Fig. 7. With large PHC, it causes to have more likely for a packet to 

be dropped due to the transmission during the blackout period. Therefore, there will be low 

PDR with RAND protocol compared with UTILITY and PRMPL. On the other hand, the 

UTILITY and the PRMPL protocols perform better in terms of PDR due to lower PHC of 

these two protocols, which suffer fewer packet drops due to the transient blackouts. 

5.6 Impacts of Postural Stability 

   In the above experiments, the each posture lasts for 20 sec. The goal of this section is to 

study the impacts of the posture duration on the routing delay performance. The human 

subject is asked to repeat the same sequence of different postures of SITTING, 

SIT-RECLINING, LYING-DOWN, STANDING, WALKING and RUNNING, but with 

posture duration varying from 10 to 40 sec. 

   Fig. 9 summarizes the average packet delay of the four protocols as a function of posture 

duration. As shown in the figure, the OPPT delay performance is plotted with separate axis 

(to the right) in the same figure due to the significant high delay values of this protocol. The 

first observation that we can make from this figure is that the packet delays for all the 

protocols normally increase with higher posture durations. This is because with longer 

posture duration will impact to buffer the data packet for longer duration compared with 

shorter posture duration. The second observation that we can make on Fig. 9 is that relatively 

the all experimented and modeled protocols preserve the same performance behavior for 

packet delay as shown in Fig. 6. 

 

 

Figure 9, Packet delay variation with posture duration 

 

6. Conclusion and Future Work 

A delay modeling structure for Delay Tolerant Network (DTN) packet routing in 
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Wireless Body Area Networks (WBAN) is developed in this paper. Using a system of WBAN 

for experimentally characterizing and capturing on-body topology traces, an analytical delay 

modeling technique was developed for evaluating single-copy DTN routing protocols. To 

emulate ultra-low power sensor, an energy harvesting model for ultra-short transmission 

range on-body sensor is proposed. Then, End-to-end routing delay for a set of protocols 

including opportunistic, random-based, utility based and other mechanism that capture 

multi-scale topological neighborhoods in human postural movements have been evaluated. 

Performance was evaluated experimentally and using the developed models. It was shown 

that via multi-scale modeling of the spatio-temporal neighborhood of on-body link 

disconnection patterns, it is possible to attain better delay performance compared to 

opportunistic, random-based and utility based DTN routing protocols in the literature. As 

ongoing work on this topic, we are going to develop an energy-aware routing protocol using 

the energy harvesting model that is proposed in this paper. 
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