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Abstract 

This paper considers the framed ALOHA protocol for a finite number of terminals. Terminals 

are single-buffered, i.e. each one can store only one data packet. We derive the throughput 

and the delay under two types of queue disciplines, first-in-first-out (FIFO) and 

last-in-first-out (LIFO). It is assumed that terminals are independent each other and generate 

packets of constant size according to a Bernoulli process. The one slot duration equals to the 

one packet transmission. The analysis is carried out by means of Markovian tools. Some 

discussion on the applicability of that protocol is addressed.   

Keywords: Framed ALOHA, Queue Discipline, FIFO, LIFO, Push out, Drop-out Probability.  
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1. Introduction  

When two or more terminals have to share a single wireless channel, quite often a 

random access protocol is pointed out as a common solution. The seminal work by Abramson 

[1] is considered as the birth of this type of protocols. Two years later, the slotted version of 

ALOHA protocol was published [2] with the main attribute to double the throughput of the 

original ALOHA. Since then, many ALOHA type protocols have been formulated and 

published in the open literature [3] with the main two goals of gaining more throughput and 

achieve better stability. ALOHA and its variants appears to be quite suitable to accommodate 

burst traffic. Even though the throughput of the ALOHA family protocols is rather low, due to 

its low complexity and no other solution for some wireless scenarios, ALOHA protocols are 

used in many wireless systems, such as in the GSM cellular (2G) and further generations, by 

which the mobile terminal (MT) access for the first time to the base station [4]. 

In this paper we have dealt with the framed S-ALOHA protocol [5]. The frame structure 

is depicted in Fig. 1, where the frame is composed by V  slots. The duration of one time slot 

equals to the transmission time of one data packet. According to [6], several reasons invite to 

its implementation. For instance, it can be more efficient to send the ACKs one per frame 

instead of one per time slot. Also, framed S-ALOHA offers the possibility to distribute the set 

of V slots per frame in a grouping basis, in proportion to the traffic generated per group. 

In the present work we overview the framed S-ALOHA for a finite number of terminals, 

where each one has a buffer size equal to one. Then, two main results are reported. First, we 

provide some new recurrences for calculus of the conditional probabilities, ),,( VkmE , 

),,( VkmS  and ),,( VkmC , Assuming we perform a random allocation of m data packets in 

V  slots, k of them results empty, ),,( VkmE , with a single data packet, ),,( VkmS , or with 

more than a single data packet, ),,( VkmC . Second, under the two queue disciplines 

first-in-first-out (FIFO) and last-in-first-out (LIFO), we derive the Cumulative Distribution 

Functions (CDF) of the sojourn time for data packet that are successfully transmitted or are 

dropped out. 

The structure of the paper is as follows. After this short introduction, section 2 deals with 

the Markov model of the scenario under consideration. Section 3 concentrates on the CDFs. 

Results are presented and discussed in section 4. Finally conclusions are reported in section 5.  

 

Figure 1. Frame structure with 4V slots per frame. 



 Network Protocols and Algorithms 

ISSN 1943-3581 

2014, Vol. 6, No. 3 

www.macrothink.org/npa 84 

2. System modeling  

We consider a finite number of M terminals that are sharing a single wireless channel 

with a Time Division Multiple Access (TDMA) structure. As Fig. 1 shows, time is slotted, 

with V  slots per frame. Each terminal generates data packets according to a Bernoulli 

model. In other words, for a given terminal and a given time slot, with probability actp , a 

single data packet is generated and with probability actp1 , no data packets are generated. 

Each terminal has its own data buffer of size equal to 1. Then, upon the generation or arrival 

of one data packet, the packet occupies the single position in the buffer if it is find empty. 

Otherwise we consider two disciplines, FIFO-BL (FIFO-Blocking) and LIFO-PO 

(LIFO-Push out) [7]. In the first discipline, the packet is dropped-out and in the second case, 

the new data packet pushes out the oldest one in the buffer and joins the line. 

Following Fig. 1, a frame of V consecutive slots has been defined. Then, for a given 

terminal, the probability that at least one data packet is generated during a frame is given by 

 Vactpa  11 . Then, the random access protocol acts as follows. Let us consider that, at 

the beginning of a given frame, we have i  data packets ready for transmission, that is, 

i buffers each one with one data packet. Then, with probability r each packet will choose the 

actual frame to try the access and with probability r1 the packet will defer the access to the 

next frame. The permission (or access) probability r could be estimated by means of some 

centralized control and broadcasted to all terminals in the system [8]. Then, the probability 

that j  data packets ( ij 0 ) get permission to access is given by a binomial distribution,  

),,( rjiB , Eq. (A.2). Then, each of the j terminals that gain the permission to access will 

choose one of the V  slots with probability V/1 . Let ),,( VkjS denote the probability that k  

among j  data packets gain a successful access, jk 0 . Joining both actions in a single 

expression we have  





i

kj

i

k VkjSrjiBrVD ),,(),,(),(       (1) 

Where ),( rVDi

k  is the probability to have k  successful transmissions from a total of 

i data packets ready to transmit at the beginning a given frame. In the sequel, in some 

occasions, we will use i

kD  as a short notation of ),( rVDi

k . 

Clearly, a Markov chain can be defined at the beginning of each frame. We denote by i  
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the associated probability in steady state of that Markov chain which indicates the probability 

to have i data packets ready for transmission at the time instants of observation. And let 

jiP , denote the conditional probabilities that define that Markov chain. jiP ,  is the conditional 

probability that, assuming we have i  data packets ready for transmission at the beginning of 

a given frame, at the beginning of the next frame we will have j data packets ready for 

transmission. Then jiP , is given by 

 



i

jik

i

kji akijkiMArVDP
),0(min

, ,,),(       (2) 

Where  anmA ,,  follows a binomial distribution and takes into account the arrival 

process.  anmA ,,  is the probability that in a given frame of V slots, n out of m terminals 

each one generates a data packet. Notice that, for a given terminal, the probability to generate 

at least one data packet per frame,  Vactpa  11 , increases with V for a fixed actp . If a 

given terminal generates more than one data packet per frame, only one of them is considered, 

and the other are not considered. Clearly, the steady state probabilities ],.....,,[ 210 Mπ  

are obtained by solving the system  

πPπ        (3) 

, with the normalization condition of 1π1 , where 1 is a column vector with all its elements 

equal to 1. 

 

3. System observed by a tagged data packet  

In this section we deal with a data packet, our tagged packet that is generated by a given 

terminal, our tagged terminal, and it is offered to the system. We derive the dropping 

probability and the sojourn time of our tagged packet in the system under the already 

described FIFO-BL and LIFO-PO disciplines. To that purpose we will use the BASTA 

property (Bernoulli Arrivals See Time Averages) for slotted systems, as the dual property of 

PASTA (Poisson Arrivals See Time Averages) for continuous systems. Then, according to 

BASTA property, when our tagged packet arrives to the system, with probability k  it will 

find k data packets. Upon the packet arrival, we can distinguish three different possible cases: 

3.1 Case A 
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With probability MkM /)(  our tagged data packet will find its buffer empty, that is, it 

will be admitted with probability 

M

kM
kMPA


),(       (4) 

In case of FIFO_BL discipline, our tagged data packet will remain in its buffer until it is 

successfully transmitted. In case of LIFO-PO discipline, our tagged data packet has the risk to, 

before being served, be pushed out by another data packet coming from our tagged terminal. 

3.2 Case B 

With probability Mk / our tagged packet will find its buffer occupied by a packet that 

previously was originated by our tagged terminal. But this predecessor packet can be 

successfully transmitted with probability kl / , where l is the number of packets out of 

k packets that, with probability ),( rVDk

l  are transmitted in the actual frame. It means that 

the predecessor packet will exit the system and will empty the one size buffer, remaining 

available for our tagged packet. The probability of this event is 

  ),(),(,, rVD
M

l
rVD

k

l

M

k
lkMP k

l

k

lB        (5) 

Similar to Case A, for FIFO_BL discipline, our packet will remain in its buffer until it is 

successfully transmitted. For LIFO-PO discipline, our tagged packet has the risk to, before 

being served, be pushed out by another packet coming from our tagged terminal. 

3.3 Case C 

This case complements the Case B. With probability Mk / our tagged packet will find 

its buffer occupied by a packet previously originated by our tagged terminal. But this 

predecessor packet can fail in its transmission attempt, and this can happen with 

probability klk / . Therefore, the probability of this event is 

  ),(),(,, rVD
M

lk
rVD

k

lk

M

k
lkMP k

l

k

lC





       (6) 

Then, our tagged packet will be dropped out when FIFO-BL discipline is implemented, 

or will push out the packet in the buffer when LIFO-PO is implemented. 

We remark the fact that in FIFO-BL discipline, once a given packet is accepted in its 

buffer, soon or later it will be successfully transmitted. Then, from the previous arguments, 

for FIFO-BL discipline we can derive the probability that our tagged packet be admitted and 

later on be successfully transmitted. This probability is given by 
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    k

M

k

k

l

BAAF lkMPkMPP  
 


0 0

],,,[       (7) 

On the other hand, the probability to reject our tagged packet using the FIFO-BL 

discipline is given by 

  k

M

k

k

l

CRF lkMPP 
 


0 0

,,       (8) 

Obviously, from (4), (5) and (6), or alternatively from (7) and (8) it can be seen 

that 1 RFAF PP . 

We just mention the fact that from the above results we can derive some mean or average 

values. For instance, having in mind the FIFO-BL discipline, let RFMn denote the mean 

number of data packet that, originated in our tagged terminal, are rejected during the waiting 

time in the buffer of our tagged data packet. Clearly AFP and RFMn satisfy the relationship: 

1

1




RF

AF
Mn

P     1
1


AF

RF
P

Mn       (9) 

From (9), the mean waiting time of our tagged packet, FMw , can be obtained from the 

following arguments. First, because of the memory-less property of the Bernoulli arrival 

process, the number of time slots between two consecutive data packets generated by a given 

terminal follows a geometric law with, with mean value equal to a/1 , with  Vactpa  11 . 

Second, we keep in mind the fact that, if another packet from our tagged terminal is generated 

in the same frame that our tagged packet is being successfully transmitted; such a new packet 

will be admitted in the buffer. Therefore we can express FMw  as 

1
a

Mn
Mw RF

F       (10) 

With regard to LIFO-PO discipline, at first glance any packet is initially admitted into the 

buffer of size 1. Then, a given packet is pushed out by some forthcoming packet from our 

tagged terminal or it is successfully transmitted, whichever occurs first. Let RLP , respectively 



 Network Protocols and Algorithms 

ISSN 1943-3581 

2014, Vol. 6, No. 3 

www.macrothink.org/npa 88 

ALP , denote the probability that our tagged packet being pushed out or finally be successfully 

transmitted. At this point we claim to the fact that, regardless of the FIFO-BL or LIFO-PO 

queue disciplines, the throughput of the system is the same. Therefore we can conclude that 

RFRL MnMn  and that AFAL MnMn  , where RLMn , respectively ALMn , denote the mean 

number of data packets that, originated in our tagged terminal, are rejected, respectively 

successfully transmitted under LIFO-PO discipline. Other mean values are derived in the next 

lines. Furthermore, for both FIFO-BL and LIFO-PO queue disciplines, we obtain closed 

expressions for the cumulative distribution functions (CDFs) of the corresponding sojourn 

times. 

 

3.4 Sojourn time distribution for FIFO-BL and LIFO-PO disciplines 

Here we derive the sojourn time distributions for the mentioned queue disciplines. In fact, 

those distributions are Phase-type distributions, in the sequel PH, represented as ),( T [9], 

[10] where  is the initial vector of probabilities and T reflects the transition probabilities 

between transient states. Also, T11T 0 is the column vector that contains the transition 

probabilities from transient states to the absorbing state. For FIFO-BL, respectively LIFO-PO 

discipline we identify, 0),,( FFF TT , respectively 0),,( LLL TT . In the next lines we derive the 

vectors and matrices of both PHs. 

3.4.1 Initial states for FIFO-BL discipline. 

For FIFO-BL discipline, our tagged packet is admitted into the system in cases A and B, 

respectively, subsection 3.1 and 3.2 and rejected in case C. When in cases A and B, our 

tagged packet will compete for the medium access together with other packets. 

Probabilistically, the number of those packets can be estimated according to a) the number of 

packets pending to be transmitted and b) the number of packets that together with our tagged 

packet have arrived to the system. Then, considering cases A and B, we have  

Case A: From Eq. (4) the probability that our tagged packet compete for the first time 

with other j  packets ( 1',1,0  MMj  ) is given by 

     


 
k

jkl

k

lAFA alkjlkMArVDkMPjkMP
),0max(

,,'),(,,,      (11) 

Case B: From Eq. (5) the probability that our tagged data packet compete for the first 

time with other j  packets ( 1',1,0  MMj  ) is given by 
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     


 
k

jkl

BFB alkjlkMAlkMPjkMP
),0max(

,,',,,,       (12) 

From (11) and (12) and using the BASTA property, we obtain the probability that our 

tagged packet will compete for the first time in the wireless access together with other j  

packets ( 1',1,0  MMj  ). It is given by 

    


 
M

k

kFAFAjF jkMPjkMP
0

; ,,,,    (13) 

In vector notation we write (13) 

   .1'   with,....,, ';1;0;  MMMFFFF α   (14) 

Then, 1αFMF 1; is the blocking probability and is coincident with the probability 

that at time  0t the system be in the absorbing state. States ',1,0 M  are identified as 

transient states and state 1'MM  as absorbing state. That is,  

RFAFMFF PP  11 ;1α     (15) 

3.4.2 Initial states for LIFO-PO discipline. 

Clearly, for LIFO-PO discipline, all packets offered to the system are initially admitted. 

From the description of cases A and B, our tagged packet did not push out any previous data 

packet. In case C, our tagged packet did push out the already previous packet found in the 

buffer upon its arrival. Then, considering all three cases we have 

Cases A and B: Regardless of the queue discipline, every packet is admitted, so LIFO-PO 

and FIFO-BL disciplines have the same treatment.  

Case C: From Eq. (6) the probability that our tagged packet will compete for the first 

time with other j packets (j=0, 1, …, M’=M-1) is given by 

     


 
k

jkl

CLC alkjlkMAlkMPjkMP
),0max(

,,',,,,      (16) 

 According to BASTA property we weight (16) with the steady state probabilities, and 
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the result becomes 

 



M

k

kLCjC jkMP
0

; ,,       (17) 

Then, joining all three cases we have for LIFO-PO that 

jCjFjL ;;;        (18) 

And in vector notation 

 ';1;0; ,...,, MCCCC α    (19) 

CFL ααα       (20) 

Here we remark the fact that Fα , Ec. (14) is a sub-stochastic vector, 11αF , and Lα , 

Ec. (20) is a stochastic vector, 1 1α1α1α CFL . 

Obviously, also we can write 

AFRFMFFC PP  11 ;1α1α  (21) 

3.4.3 Matrices T and 0
T for FIFO-BL. 

With regards to the components of FT - the sub-index stands from FIFO- let jiLT ,; be the 

conditional probability that, assuming that our tagged packet is going to compete for the 

access with other i packets, it will collision with other(s) packet(s) and in the next frame it 

will try to gain the access in competition with other j packets. We can write 





















i

jik

kiM

jik

i

kjiF ArVD
i

k
T

),0max(

11

,; ),(
1

1   (22) 

In (22), ),( rVDm

n has been defined in (1) and  anmBAm

n ,, is the binomial distribution; 

e.g., the probability that n out of m  terminals each one generates a single data packet. We 

recall the fact that each terminal can generate up to V  data packets in one frame, one per 

slot, but only one is offered to the system and the others are not considered. 

With regards to 0

FT , let 
0

;iFT be the conditional probability that our tagged packet will not 

collide with other packet(s), so it is successfully transmitted. This probability is given by 
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),(
1

1

1

10

; rVD
i

k
T

i

k

i

kiF 







   (23) 

In matrix notation, (22) and (23) can be written as, respectively 







































































































3
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1
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4
'
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3
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T  (24) 

 

],,
2

,[
1

2

1

21

1

0 



M

k

M

k

k

kF D
M

k
D

k
D T   (25) 

, where in (24) and (25) it is used the short notation ),( rVDD m

n

m

n  . Then, expressing the 

sojourn time of our tagged packet in terms of number of frames, the corresponding generating 

function, )(zRF , becomes 

01][)( FFFMF zzzR TTIα
  (26) 

3.4.4 Matrices T and 0
T for LIFO-PO. 

With regards to the components of LT - the sub-index stands from LIFO- let jiLT ,; be the 

conditional probability that, assuming that our tagged packet is going to compete for the 

access with other i packets, it will collide with other(s) packet(s) and in the next frame it will 

try to gain the access in competition with other j data packets, 1',,1,0  MMj  . Here 

we take into account that no packets from our tagged terminal will arrive during the frame of 

V  slots. Then it is straightforward to see that  

  jiFjiL TaT ,;,; 1    (27) 

Alternatively, our tagged packet will be pushed out with probability  

'

0 ,;

M

j jiFTa . On the 
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other hand, the probability that our tagged packet be successfully transmitted is also given by 

(23). Then, with regards to 0

LT , let 0

;iLT be the conditional probability that our tagged packet 

does not collide with other data packet(s), that is, it is successfully transmitted. 0

;iLT is given 

by 





'

0

,;

0

;

0

;

M

j

jiFiFiL TaTT   (28) 

In matrix notation, (27) and (28) can be written as, respectively,   FL a TT  1 and 

1TTT FFL a 00 .Then, since we know that 0; ML (the probability that our system be in the 

absorbing state at time  0t  is zero), we write for the corresponding generating function, 

)(zRL results to be 

    )()(]1[][)( 0101
; zRzRaazzzzzR RLALFFFLLLLMLL  

1TTTIαTTIα   (29) 

In (29)   01]1[)( FFLAL azzzR TTIα
 , respectively   1TTIα FFLRL aazzzR 1]1[)(  , 

is the generating function of the random variable (r.v.) number of frames that our tagged 

packet is in the buffer before it is successfully transmitted, respectively pushed out. 

Based on the previous results, in the sequel we denote TT F and 00
TT F such that 

MRFFAFRFAFF zRzzzRzRzRzR   )( and ][)(  with);()()( 01
TTIα     (30) 

    T1TIαTTIα aazzzRazzzR

zRzRzR

LRFLAL

RLALL

101 ]1[)( and ]1[)(         

 with);()()(

 


 (31) 

Obviously we have 1)1( FR and 1)1( LR . Notice that in connection with (7) and (8), 

the probabilities that our tagged packet be successfully transmitted or pushed out, are given 

by, respectively 

ALALAFAFAdm PRPRP  )1()1(   (32) 

RFRLRFRFj PRPRP  )1()1(Re   (33) 
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Factorial moments can easily be obtained from the successive derivatives of (30) and (31) 

evaluated at 1z . 

1TIT
kk

F

k

AF

k

F kRR   ][!)1()1( 1)()(    (34) 

, and 

      0111)( ]1[1!)1( TTIT


 kk

L

kk

AL aakR   (35) 

     
T1TIT aaakR kk

L

kk

RL

111)( ]1[1!)1( 
   (36) 

The mean values are obtained from the above expressions for k=1: 

1TI
1)1( ][)1(  FAFR    (37) 

  02)1( ]1[)1( TTI
 aR LAL    (38) 

  T1TI aaR LRL

2)1( ]1[)1(   (39) 

Remark: we observe that, from the principle of conservation of work, it is fulfilled that 

)1()1()1( )1()1()1(

RLALAF RRR   and having in mind the fact that   1T1TTI   ][]1[ 01 aa , Eq. 

(40) can be written as   1TI1TI
11 ]1[][   aLF  .  

 

4. Results and applicability  

Some illustrative results are reported in this section, for a number of terminals equal to 

8M and a frame size of 5V slots. Fig. 2 and 3 show the CDFs of the sojourn time, in 

number of frames, for data packets successfully transmitted under FIFO-BL and LIFO-PO 

disciplines. For a permission probability 75.0r , Fig. 2 plots the results for several values 

of 20.0 ,15.0 ,1.0 ,05.0 ,01.0actp equivalent to 

  672.0 ,556.0 ,409.0 ,226.0 ,049.011 
V

actpa . In Fig. 3 we have fixed 05.0actp and 

the permission probability is set to .1 , 8.0 ,6.0 ,4.0 ,2.0r  
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Figure 2. Cumulative Distribution Function (CDF) of the sojourn time, in number of frames, of an arbitrary 

packet that get a successful transmission; under FIFFO-BL and LIFO-PO disciplines for several 

probabilities, actP , with a permission probability equal to 75.0r . 
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Figure 3. Cumulative Distribution Function (CDF) of the sojourn time, in number of frames, of an arbitrary 

packet that get a successful transmission; under FIFFO-BL and LIFO-PO disciplines for several permission 

probabilities, r , with the active probability equal to 05.0actP . 

 

First, we observe that, for a fixed value of actp in Fig. 2 or a fixed value of r in Fig. 3 

the asymptotical behavior of the CDFs are coincident and equal to the probability that an 

arbitrary tagged packet be successfully transmitted. Hence, for instance, for the mentioned 

traffic load 20.0 and 15.0 ,1.0 ,05.0 ,01.0actp , Fig. 2, the successful probability, AdmP in Eq 

(32), are 364.0 and 440.0 ,678.0 ,801.0 ,979.0AdmP , respectively; with dropped out 

probabilities 636.0 and 560.0 ,422.0 ,199.0 ,021.0Re jP , respectively. 

In Fig. 3 we observe a better behavior of the protocol for a permission probability 1r . 

This is due to the low traffic load per terminal, 051.0actp , so   2262.011 
V

actpa , 

which means that, on the average, at the beginning of each frame with 5V  slots, we will 

have at least 8098.1.22620x  8x  aM  packets ready for transmission. Furthermore, we 
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have to add the mean number of packets that are pending to be transmitted. Then, according 

to the appendix, 

        1
8098.1

5,1min 
 x 

,1min 
backlog x 

,1min ,1min 

















aM
V

aM
V

m
Vropt  

Since the mean number of data packet pending to be transmitted, backlog, is bounded by 

096.08098.18394.1 x -/backlog  aMeV we have 1optr . Nevertheless a detailed 

study about the dynamic behavior of the system is needed. In other words, a parallel study to 

[8] should be addressed to the multi-slot scenario, where the permission probability needs to 

be adapted according to the observed results of the number of collision slots, successful slots 

and empty slots per frame of V slots. 

Back to the plots, we observe that the values of the CDF in the LIFO-PO case are higher 

than the values in the FIFO-BL case and both plots reach the asymptotic value of AdmP . This 

means that the mean sojourn time of an arbitrary packet that is finally successfully 

transmitted is lower in the LIFO-PO case that in the FIFO-BL case. But we emphasize that 

we have less significant differences for low traffic load. This is due to the fact that, for such a 

traffic condition, in the FIFO-BL case most of the packets find a buffer empty upon its arrival 

and in the LIFO-PO case the push-out action is quite seldom. The difference between both 

disciplines increases with the traffic load but the percentage of dropping packets increases as 

well. 

Clearly, the LIFO-PO discipline can be chosen when it is desired to transmit the most 

recent generated packet. Then, LIFO-PO discipline could be preferred instead of the 

FIFO-BL discipline where the idea of New Better that Old (NBO) or Used (NBU) [11] is a 

requirement in the implementation. This is the case for some applications supported by 

Wireless Sensor Network (WSN) where the deployed infrastructure is used to capture real 

time sensitive data (temperature, humidity, speed of the wind, fire detections, …) 

Finally, for the mentioned WSN scenarios we remark the applicability of the framed 

ALOHA protocol. In such environments, nodes or motes that are geographically close each 

other are clustered and between them, based on positioning and energy parameters among 

others, a leader, named as cluster head (CH), is elected. With certain periodicity, the CH is in 

charge to collect the information sensed by the motes and later is being forwarded to the sink. 

Having in mind the low traffic load generated by each mote, protocols with low complexity 

are chosen for intra-cluster communications. The CH, in addition to be one more member of 

the group, acts as the central manager of the communications and can provide an estimation 

of the permission probability r to all members of the cluster. For inter-cluster 

communications, not treated in this work, CHs conform a mesh network and communicate 

between them following a multi-hop routing protocol where a TDMA like protocol becomes 

quite suitable or appropriated [12], [13].     
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4. Conclusion   

A model to evaluate the multi slotted ALOHA protocol is formulated. Bernoulli arrival 

process and deterministic service time are considered. Two new results are presented. The 

first is the recursion formulas for the statistics about the number of slots with collisions, with 

successful transmissions and empties. The second result is the analysis of the FIFO-BL and 

LIFO-PO disciplines. For both disciplines, we have derived the Cumulative Distribution 

Functions (CFDs) of the sojourn time of the packets that are successfully transmitted and the 

packet that are dropped out. The evaluated protocol can be used in real time applications such 

as Wireless Sensor Network networks where random access protocols of low complexity for 

intra-cluster communications are required. 
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Appendix 

We consider the placement of m  indistinguishable balls (or data packets) into V  

indistinguishable urns (or time slots).  With probability V/1  each packet will choose one 

of the V slots. We can think about the following probabilistic sequential hunting procedure. 

With probability V/1  a given tagged packet will choose the first slot and with probability 

  VVV /1/11  the packet will defer its choice for the next-second slot. With probability 

     VVV /11/1/11  our tagged data packet will choose the second slot and with 

probability        VVVV /21/11/11  the packet will defer its choice for the third slot. 

With probability V/1  the packet will choose the third slot and with probability 

  VV /3 defer until the third slot, and so on. Obviously, this procedure guarantees that any 

given data packet will choose one and only one slot of the frame. 

 

A.1 Recurrences 

 Let ),,( VkmE denote the conditional probability that, after the random assignment, k slots 

out of V  slots that conforms a frame, contain no data packet. Parallel definitions are given 

for the number of slots containing a single data packet, ),,( VkmS , and for the number of 

slots with more than one data packet, ),,( VkmC . E  , S  and C , respectively stand from 
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empty, successful and collision. Our main purpose is to obtain the set of 

probabilities,  VkmE ,, ,  VkmS ,, and  VkmC ,, . Then, we can write 

 

   
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, where ),,( akMB is the binomial distribution, 
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For ),,( VkmS we can write 
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, and for ),,( VkmC  we can write 
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(A.4) 

 

A.2 Mean values 

From the above expression we can infer the generating functions for ),,( VkmE and for 

),,( VkmS . It can be seen, after some algebra, that 
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Taking successive derivatives in (A.5) and (A.6) we can obtain all the factorial moments. In 

particular, for the mean value we have 
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Then, from (A.7) and (A.8) we have 
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The throughput is maximized in (A.7) for a number of data packets opty   such that 

V
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Remark: we observe that 
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  (A.11) 

For 3V , Fig. 4 shows the mean values of the number of slots empty, with a single data 

packet and with more than one data packet. 

A.3 Access with permission probability 

Now we consider a total of m data packets that try to access in a frame of size V  slots. 

Each data packet has a permission probability equal to r . Then, the probability that k out of 

m  get a successful access is given by 
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Let  Vrm

z , denote the generating function of  VrDm

k , , that is 
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After some algebra, evaluating the first derivative of (A.13) in 1z we get 
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The maximum in (A.14) is achieved for optr such that 
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, and the corresponding optimum throughput is given by 
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From (A.16) if we fix V and m , the permission probability goes to zero, see Eq. (A.15), 

and the optimum throughput goes to VeV 367879.0/  . In other words, E-ALOHA multi-slot 

offers a throughput equal to the standard S-ALOHA, so no advantages are envisaged from 

this point of view. Nevertheless, S-ALOHA multi-slot offers another advantages and some of 

them has been pointed out in Section 1.  
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Figure 4. Mean values of the number of empty slots, successful slots and collision slots. 
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